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0.1 Section 4.1 problem 7 (page 237)

problem Determine if u, v are linearly dependent or not
=22
7=(2,-2)
solution
Two vectors i1, 7 are L.D if there exist scalars a,b, not both zero such that

ait +bo =0

L)
-

The above is now is in Ax = 0 format. The determinant of A is |[A] = -4 —4 = —8. Since |A| # 0, then
a unique exist. Since 0 vector is is always solution to Ax = 0, and so it is the only solution here
(since solution is unique). This means that only a = 0,b = 0 satisfy ait + b0 = 0. Therefore, 7,7 are
linearly independent.

0.2 Section 4.1 problem 12

problem Express w as linear combination of u, v.

i=(41)
= (-2,-1)
@ =(2,-2)

solution

Need to find scalars 4, b such that aii + bo = @, hence
4 -2
al |+b
4 -2\(a 2
1 -1)\b -2

Il
|
N
—_—

Applying Gaussian elimination

Hence, from last equation

b=5
From first equation
4a-2b=2
4a=2(05)+2
a=3
Therefore
50 -30=w

0.3 Section 4.1 problem 18

problem Apply theorem 4 (that is calculate a determinant) to determine whether the given vectors

1,9, are L.D. or L.I.

7=(1,1,0)
5=(4,3,1)
@ = (3,-2,-4)

solution



N =

Let a,b, ¢ be scalars, such that aii + bo + cw = 0. The goal now is to determine 4, b, c and see they are
are all zero or not. Setting up Ax = 0 system gives

N O s W

e ¢)

1 4 3
all|+b|3|+c|-2]=
0 1 —4

S
_ o @

1 4 3)\(a
, 1 3 -2||p|=
15 01 -4f{c

—
B~ W N

o O O O o O

16 Now the |A] is found. Subtracting row one from second row first, gives
L 1 4 3
18
19 0 -1 -5
20 0 1 -4
21 Performing cofactor expansion on the first column gives
22
23
924 =apnAn
25 = ayy ()" My
26 =1x M11
27
=My
-1 -5
30 1 -4
ol =4+5
=9

|Al = a11A11 + ag1 Ay + az1 Az

34 Since |A| is not zero, then solution of Ax =0 is unique. Hence only solution is

a 0
36 vl=lo

c 0

39 Which implies that #, 7, @ are linearly independent.

0.4 Section 4.1 problem 24

43 problem Use the method of example 3 to determine whether the given vectors i, 7, @ are L.D. or
44 L.I. If they are L.D. then find scalars a,b, ¢ not all zero such that afi + b9 + cv = 0

45 B

46 u= (1/ 4/ 5)

47 7=(4,2,5)
48 W= (_3/ 3, _1)

49 solution
50 ) .
Let a,b, c be scalars, such that ait + b0 + cw = 0. Setting up Ax = 0 system gives

52 1 4 -3
53 ald|+b)2|+c| 3
5 5 -1

o O O O O O

56 1 4 -3)|a
57 4 2 3 ||b|=
58 5 5 -1J\c

Applying Gaussian elimination, R, = R, — 4R gives

61 1 4 -3)(a 0
62 0 -14 15||b|=]0
03 5 5 -1)lc) |o
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R3 = R3 - 5R1 giVeS

Ry = R; - R, gives

0
0

4 -3\(a 0

-14 15(|b|=1|0

-15 14 )\c 0

4 -3 \(a 0

-14 15 [|b]=]|0
29

0 _ﬁ C 0

Since the final Echelon form has no zero pivot, therefore |A| # 0. This means the solution is unique.

Hence

a
bl =

c

o O O

Which implies 7,7, @ are linearly independent.

0.5 Section 4.1 problem 28

problem Express vector t as linear combination of vectors u,v, w

t=(7,7,7)
n=1(2,523)
5 =(4,1,-1)
w=(1,1,5)
solution
Let ain + bo + cw = £, hence
2 4 1 7
al51+b|1 |+c|1|=1|7
3 -1 5 7
2 4 1)(a 7
5 1 1 =17
3 -1 5)\c 7
Applying Gaussian elimination. R, = R, - ;Rl gives
2 4 1 |fa 7
3 | 2
0 -9 —|lt|=]|-7
-1 5 J\c 7
R; = Ry — 3R, gives
2 4 1})|a 7
0 -9 —|lo|=|-%
7 7
7 3] 3
R; = Ry — _Rj gives
2 4 1|fa 7
0 -9 -2|p|=|-&
oo )
3 J\¢ 3
Hence
14 14
—C = —
3 3
c=1
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And from second row

3 21
3=y
b=1
And from first row
2a+4b+c=7
2a+4+1=7
a=1

Hence

0.6 Section 4.1 problem 31

problem Show that the given set V is closed under addition and under multiplication by scalars

and is therefore subspace of R®. V is the set of all (x, v, z) such that 2x = 3y

solution

X1
What the above says, that given any vector in this space, such as 9; = |y, [ then y; = §x1- Hence
21
X1
any vector in this space can be written as 9; = gxl . Given two vectors 7y, 7, in this space, the sum,
21
should also be in this space. let # = 9, + 7,, therefore

=i
Il
|
=
ha
+
|
=
N

X1+ Xy
= 2X +2X
B
Z1+ 2y
X1+ Xy

2
= g(xl +Xp)

Z1+ 2o

Hence # is also in this space, since its y coordinate is also 7 of its x coordinate. Now check is made
for multiplication by scaler. Let # = ¢?, hence

X1

Hence 7 is also in this space, since its y coordinate is also 7 of its x coordinate. Therefore set V is
closed under addition and under multiplication by scalars.

0.7 Section 4.1 problem 35

problem Show that the given set V is not a subspace of R®. V is the set of all (x, Y, z) such that z > 0.

solution

The above set V is the upper half of the 3D space. (all vectors in the positive z part of 3D). But for
this to be subspace, it must be closed under scalar multiplication. Let # be a vector in the set V.
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Multiplying this vector by ¢ = -1, will result in this vector having negative z component, and it will
therefore leave the set V. Therefore the set V is not closed under scalar multiplication. Hence V is
not a subspace of R>.

0.8 Section 4.1 problem 40

problem Suppose that %, 7, @ are vectors in R® such that 7,7 are L.I. but &, 9, @ are L.D. Show that
there exist scalars a,b such that @ = a1 + bo

solution

251 01 w1

Let# = |u,|, o = |v,|, @ = |w, | Consider the sum ai1 + bo. Since 1,7 are L.I. then ar + b will
2 2 2
Uz U3 w3
produce non-zero vector unless a,b are both zero. Let this vector be @. Hence at + bt = @. By
definition, @ is linear combination of i, 0, hence the three vectors i, 9, @ are L.D.

A geometrical proof is as follows. Since #, 7 are L.I. then they span a plane in 3D. This means 7,7
are basis vector for this 2D plane inside R3. Now since i, 9, @ are L.D. then the vector @ must also
be in the same plane that 7,7 are its basis. Hence the vector @ can be expressed in terms of 7, 7.
Therefore there exist a,b such that ant + bo = @.

0.9 Section 4.2 problem 2 (page 244)

problem A subset W of some n space IR" is defined by means of a given condition imposed on
typical vector (x,x,, -+, x,). Apply theorem 1 to determine whether or not W is subspace of R". W
is set of all vectors in IR® such that x; = 5x,

solution
From theorem 1, for the subset W to be subspace, it has to at least satisfy being closed under
X1
addition of vectors and under scalar multiplication. Let any vector in this space be * =[x, [ and
X3
5x;
since x; = 5x, therefore X = | x, | Hence adding any two such vectors in this space gives

X3

S| |52
X2 || Y2
X3 Y3
5x; + 51
=Sl ety
X3+ Y3
5 (Xz + yz)
=Sl ety
X3+Ys3

Therefore the sum is also in this set, since its first coordinate is also 5 times its second coordinate.
Now scalar multiplication is checked for being closed. Let

=i
+

<
Il

5x5
cx=c| x
X3

5 (cxy)

= (exp)
cX3

Therefore multiplication by scalar is also in this set, since the first coordinate is also 5 times its
second coordinate. Therefore W is subspace of R®
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0.10 Section 4.2 problem 8

problem A subset W of some space R" is defined by means of a given condition imposed on typical
vector (x1,Xp, -+, ;). Apply theorem 1 to determine whether or not W is subspace of R". W is set
of all vectors in R? such that x? + x5 = 0.

solution

From theorem 1, for the subset W to be subspace, it has to satisfy being closed under addition of

x
vectors and under scalar multiplication. Let any vector in this space be X = [ 1],y = (%) be two
X2 Y2

such vectors such that where x2 + x3 = 0,y + y5 = 0. Hence adding any two such vectors in this

space gives
X2 Y2
_ [x1 + }/1]
X+ Y2
2 2
Checking if (x1 + yl) + (xz + yz) =0 or not. Expanding

2

(31 + y1)2 + (2 +v2) = (F + 3+ 2x01) + (B + 13 + 2x21) 1)

But % = —x and y3 = —y3 by definition. Substituting this into (1) gives
(x1 + yl)z + (x2 + yz)z = (—x% - y% + 2x1y1) + (x% + y% + 2x2y2)
=2 (x1y1 + xzyz)
Now x; = ix, and y; = +iy,. Hence the above becomes
(xl + yl)z + (xz + yz)z =2 ((iixz) (iiyz) + xzyz)
=2 ((IXZ) (lyz) + nyz)
=2 (—xzyz + xzyz)
=0

Therefore closed under multiplication. Checking now if closed under scalar multiplication.

Hence
(cx1)? + (cxp)® = 22 + 2o
=¢? (x% + x%)
But x% + x% = 0. Therefore (cxl)2 + (cxz)2 = 0 and it is closed under scalar multiplication as well.
Therefore W is subspace of R?.

0.11 Section 4.2 problem 11

problem A subset W of some n space R" is defined by means of a given condition imposed on
typical vector (x,x,, -+, x,). Apply theorem 1 to determine whether or not W is subspace of R". W
is set of all vectors in IR* such that x; + x, = x5 + xy4.

solution

From theorem 1, for the subset W to be subspace, it has to satisfy being closed under addition of

X1 Y
X
vectors and under scalar multiplication. Let any vector in this space be X = 2 7= 2| be two
X3 Ys
X4 Ya

such vectors such that x; + x, = x3 + x4 and y; + ¥, = y3 + y4. Adding any two such vectors in this
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space gives

X1 A1

X2 2
+ Y

X3 Y3

X4 Ya

=i
+

<
Il

X1+
X2+ Y2
X3+ Y3
X4+ Y4

Checking now if (xl + yl) + (xz + yz) = (x3 + y3) + (x4 + y4) or not.

(x1 + ]/1) + (xz + ]/2) = (v +x) + (yl + ]/2)
But x; + xp = x3 + x4 and y; + Y, = y3 + V4, therefore the above becomes
(x1 + yl) + (.X'Z + yz) = (X3 + .X'4) + (y3 + y4)

Hence closed under addition. Checking now if closed under scalar multiplication.

X1

CXq

CXZ

CX3

CXy
Hence

(cxq) + (cxp) = ¢ (x1 + xp)
But x; + x, = x3 + x4 hence
(cxq) + (cxp) = c (x5 + x4)
= (cx3) + (cx4)

And therefore it is closed under scalar multiplication as well. Hence W is subspace of R*

0.12 Section 4.2 problem 16

problem Apply method of example 5 to find two solution vectors u,v such that the solution space
is the set of all linear combinations of the form su + tv

X1—4XZ—3X3—7X4=0
2x1—x2+x3+7x4:O
X1 +2x2+3x3+11x4 =0

solution

X1
1 -4 -3 -7
X2
2 -1 7 =
X3
2 3 11
X4
Let R2:R2—2R1, hence
X
1 -4 -3 -7\|"
X2
o 7 7 21 =
X3
1 2 3 11
X4
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Let R3 = R3 — Ry, hence

X1

1 -4 -3 -7
X2

o 7 7 2 =
X3

0 6 6 18
Xq

Let R3:R3—§R2, hence

X1

1 -4 -3 -7 0
X2

o 7 7 21 =|0
X3

0o 0 0 O 0
Xg

Last row gives Ox3 + Ox, = 0. Therefore x4 = t,x3 = s are the free parameters. From second row
7%y +7x3+21x, =0

7xy = =75 — 21t

Xp = —s— 3t
From first equation

X1 —4xy = 3x3—=7x4 =0
X1 =4xy + 3x3 +7x4
=4(-s—-3t)+3s+ 7t

=—-s—5¢
Hence solution vector is
X1 —s — 5t -5 -5t
Xo —-s—3t -s -3t
= = +
X3 s s 0
X4 t 0 t
-1 -5
-1 -3
=S +t
1 0
0 1
=su+to

0.13 Section 4.2 problem 22

problem Reduce the given system to echelon form to find a single solution vector u such that the
solution space is the set of all scalar multiples of u
X1+ 3% +3x3+3x4, =0
2x1 +7xy +5x3—x4 =0
2x1 +7xy +4x3—4x4, =0

solution

X1

1 3 3 3 0
X2

2 7 5 -1 =0
X3

2 7 4 -4 0
X4

R2=R2—2R1 giVCS

X1

3 3 0
X2

1 -1 -7 =10
X3

4 -4 0
Xg
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10
R2 = R3 - 2R1 giVeS
X
3 3 3| (o
X2
-1 -7 =10
X3
1 -2 -10 0
X4
R3 = R3 - Rz gives
X1
13 3 3 0
X2
o1 -1 -7 =10
X3
0 0 -1 -3 0
Xy
Last row gives —x3 — 3x4 = 0. Therefore let x, = t be the free parameter. Hence x; = -3t. From

second equation
Xp—x3—=7x4 =0
Xo = X3+ 7x4
=-3t+7t
=4t
And from first equation
X1+ 3xp +3x3+3x4 =0
x1 = =3x, — 3x3 — 3x4
= -3 (4t) - 3(-3¢t) - 3¢

= -6t
Hence solution vector is
Xq -6t
xp| | 4t
X3 | -3t
X4 t
-6
=t 4
-3
1
=ti

0.14 Section 4.2 problem 26

problem Prove: If # is a fixed vector in vector space V, then the set of W of all scalar multiples cit

mubspace of V
solution
Let
W = {ci1}
Closure under addition gives

cli + il = (Cl + Cz)ﬂ

= b
Where b = ¢; + c,. Hence closed under additions. Closure under multiplication by scalar b gives
ben = (be)
= Clﬂ

Where C; = bc a new constant. Hence closed under multiplication by scalar b. Therefore W is

subspace of V
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0.15 Section 4.2 problem 27

problem Let 7 and 7 be fixed vectors in vector space V. Show that the set W of all linear combinations
aii + bo is subspace of V

solution

The set W is W = {afi + bo} which is linear combinations of # and o where 4,b are arbitrary scalar.
Closure under addition gives

(6111:[ + bl?_J) + ({1217{ + bzz_)) = (al + Elz) u+ (bl + bz)z_)

But a; + a, and by + b, are arbitrary scalars, say C;,C, respectively. Hence the above becomes
Cqt + C;0 and this is in W. Hence W is closed under addition. Closure under multiplication by
scalar c gives

c(ant + b?) = cani + cbo

But ca and cb are arbitrary scalars, say C;, C, respectively. Hence the above becomes Cy# + C,7 and
this is in W. Therefore W is subspace of V.

0.16 Section 4.2 problem 28

problem Suppose A is n X n matrix and k is constant scalar. Show that the set of all vectors x such
that Ax = kx is subspace of R"

solution

Let W = {x} where AX = kx. To determine if closed under addition, we consider the vector x; + X,.
This vector should also satisfy A (¥; + X,) = k (¥; + X;) for it to be closed. Let us check if this is the
case or not.

A& +Xp) = AX + AXy
= kX1 + kX,
=k(X + )
Hence it is closed under addition. We will now check closure under scalar multiplication.
A(cxy) = cAxy
= ckx
k (cx)

Hence closed under scalar multiplication. Therefore W is subspace of V.

0.17 Section 4.3 problem 6 (page 252)

problem Determine whether the given vectors are L.I. or L.D. Do this by inspection without solving
linear system of equations

71 =(1,0,0)
7, =(1,1,0)
75 = (1,1,1)

solution
The equation ¢,0; + c;0, + c303 = 0 gives
¢1(1,0,0)+¢2(1,1,0)+¢3(1,1,1) = (0,0,0)
(c1+ 243,00+ 03,03 =(0,0,0)

Hence c3 =0 and ¢, = 0 and c; = 0 is the only solution. Therefore definition of linear independence
(page 248), the vectors are linearly independent.
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0.18 Section 4.3 problem 7

problem Determine whether the given vectors are L.I. or L.D. Do this by inspection without solving
linear system of equations
v =(2,1,0,0)
v, =(3,0,1,0)
v3=(4,0,0,1)
solution
The equation ¢,91 + ¢;0, + c373 = 0 gives
c1(2,1,0,0) +¢c,(3,0,1,0) + c3(4,0,0,1) = (0,0,0,0)
(2c1 + 3cy +4c3,¢1,¢5,¢3) = (0,0,0,0)

Therefore, we see by inspection (comparing terms) that c; = 0,c, = 0,¢; = 0. Therefore definition
of linear independence (page 248), the vectors are linearly independent.

0.19 Section 4.3 problem 15

problem Express the indicated vector w as linear combination of the given vectors v; if this is

possible. If not, show it is impossible

w=(4,5,6)
71 =(2,-1,4)
7, =(3,0,1)
73 =(1,2,-1)

solution

The equation ¢19; + c,7, + 303 = @ gives (in matrix form)
2 3 1)(c;) (4
-1 0 2||c]|=
4 1 -1)\c 6

6)]

We now solve for ¢q,cp,c3. Let Ry, =R, + %Rl therefore

2 3 1)(q
3 5 _
03 2|27
41 -1l
R3=R3—2R1 giVCS
3 1 Cq
3 5 _
2z ||2|7|7
-5 -3)lcs) |-2
R; = Ry — 7R, gives
2 —1 4 C1 4
0 g § G| = 7
0 0 B ke
3/\6 3

Therefore, since there are no zero pivots at end of forward Gaussian elimination, the solution is
unique and not zero. (by backward substitution,

Cq 3
G| = -2
C3 4

Hence
W = €101 + €0y + C303

= 37_)1 - 27_)2 + 4?_)3
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0.20 Section 4.3 problem 20

problem Three vectors vy, v, v3 are given. If they are L.I., show this. Otherwise, find a nontrivial
linear combination of them that is equal to the zero vector.

7, =01,1,-1,1)

7, =(2,1,1,1)

73 =(3,1,4,1)
solution
Here the space is R*, but only 3 vectors are given. Therefore theorem 3 at page 252 is used. This
theorem says that, if we set the A matrix, with its columns as the given vectors above, then the

vectors are L.I. iff there is a 3 X 3 submatrix inside A which has nonzero determinant. To show
this, Gaussian eliminating is used.

1 2 3 1 2 3 1 2 3
1 1 1 Ro=Ry-R; 0 —1 —2 R3=R3+R; 0 —1 —2 R4=R4—R;
A= — e —
-1 1 4 -1 1 4 0 3 7
1 11 1 1 1 1 1 1
1 2 3 1 2 3 1 2 3
0 -1 -2 R3=R3+3Ry 0o -1 -2 R4=R4-Ry 0o -1 -2
—> —>
0 3 7 0 0 1 0 0 1
0 -1 -2 0 -1 -2 0 0 O

The above shows that there is a submatrix of size 3 x 3 which has nonzero determinant. It is the
matrix of the first 3 rows

1 2 3
0 -1 -2
0 0 1

This has nonzero determinant. Since it is diagonal, its determinant is the product of diagonal
elements. Since no diagonal element is zero, the determinant is not zero. This implies vectors are
linearly independent.

0.21 Section 4.3 problem 24

problem The vectors 9; are known to be L.I., apply the definition of L.I. to show that the vectors u;
are also L.I.

solution

We will examine
aiy + bi, =0
To see if this is satisfied only for a =0,b = 0.
aily + biiy =0
a(oy +0y) +b (20, +30,) =0
D1 (a+2b) + 7y (a+3b) =0

But since we are told that 0,7, are L.L., then this implies that 2 + 2b = 0 and a + 3b = 0. These two
equations we solve now for 4,b. These two equations show that 2b = 3b, which means b = 0. Hence
a =0 as well. Therefore only solution for aii; + bit, = 0 is that a = b = 0. This is the same as saying
i1y, il are linearly independent.

QED
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