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1 HW 9

1.1 Problem 8.2.1 (a,b)

352 Chapter 8. Nonhomogeneous Problems

In general, the partial differential equation for v(x, t) is of the same type as for
u(x, t), but with a different nonhomogeneous term, since r(x, t) usually does not
satisfy the homogeneous heat equation. The initial condition is also usually altered:

v(x, 0) = f (x) - r(x, 0) = f (x) - A(0) - L (B(0) - A(0)] = 9(x). (8.2.29)

It can be seen that in general only the boundary conditions have been made homo-
geneous. In Sec. 8.3 we will develop a method to analyze nonhomogeneous problems
with homogeneous boundary conditions.

EXERCISES 8.2

8.2.1. Solve the heat equation with time-independent sources and boundary con-
ditions

= k
82U

2 + Q(x)

u(x,0) = f(x)

if an equilibrium solution exists. Analyze the limits as t - oo. If no equilib-
rium exists, explain why and reduce the problem to one with homogeneous
boundary conditions (but do not solve). Assume

(L,t) = B* (a) Q(x) = 0, u(0,t) = A,
Tax-

(b) Q(x) = 0, (0, t) = 0, ai (L, t) = B 96 0
(c) Q(x) = 0, (0,t) = A 96 0, r(L,t) = A

* (d) Q(x) = k, u(0, t) = A, u(L, t) = B
(e) Q(x) = k, U (0, t) = 0, au (L, t) = 0
(f) Q(x) = sin 2-i-, a!i (0, t) = 0, Ou(L, t) = 0

8.2.2. Consider the heat equation with time-dependent sources and boundary con-
ditions:

2
09U =
8t k8x2 + Q(x, t)

u(x,0) = f(x).

Reduce the problem to one with homogeneous boundary conditions if

* (a) 8u(0,t) = A(t) and &u(L,t) = B(t)
(b) u(0, t) = A(t) and (L, t) = B(t)

D_X

* (c) (0, t) = A(t) and u(L, t) = B(t)
TX_

(d) u(O, t) = 0 and Ou(L, t) + h(u(L, t) - B(t)) = 0
(e) (0,t) = 0 and (L, t) + h(u(L, t) - B(t)) = 0

'67X '67X

1.1.1 Part (a)

Let

𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑢𝐸 (𝑥) (1)

Since 𝑄 (𝑥) in this problem is zero, we can look for 𝑢𝐸 (𝑥) which is the steady state solution
that satisfies the non-homogenous boundary conditions. (If 𝑄 was present, and if it also
was time dependent, then we replace 𝑢𝐸 (𝑥) by 𝑟 (𝑥, 𝑡) which becomes a reference function
that only needs to satisfy the non-homogenous boundary conditions and not the PDE
itself at steady state. In (1) 𝑣 (𝑥, 𝑡) satisfies the PDE itself but with homogenous boundary
conditions. The first step is to find 𝑢𝐸 (𝑥). We use the equilibrium solution in this case. At

equilibrium 𝜕𝑢𝐸(𝑥,𝑡)
𝜕𝑡 = 0 and hence the solution is given 𝑑2𝑢𝐸

𝜕𝑥2 = 0 or

𝑢𝐸 (𝑥) = 𝑐1𝑥 + 𝑐2

At 𝑥 = 0, 𝑢𝐸 (𝑥) = 𝐴, Hence

𝑐2 = 𝐴

And solution becomes 𝑢𝐸 (𝑥) = 𝑐1𝑥 + 𝐴. at 𝑥 = 𝐿,
𝜕𝑢𝐸(𝑥)
𝜕𝑥 = 𝑐1 = 𝐵, Therefore

𝑢𝐸 (𝑥) = 𝐵𝑥 + 𝐴

Now we plug-in (1) into the original PDE, this gives

𝜕𝑣 (𝑥, 𝑡)
𝜕𝑡

= 𝑘 �
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥

+
𝜕2𝑢𝐸 (𝑥)
𝜕𝑥 �

But 𝜕2𝑢𝐸(𝑥)
𝜕𝑥 = 0, hence we need to solve

𝜕𝑣 (𝑥, 𝑡)
𝜕𝑡

= 𝑘
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥

for 𝑣 (𝑥, 𝑡) = 𝑢 (𝑥, 𝑡) − 𝑢𝐸 (𝑥) with homogenous boundary conditions 𝑣 (0, 𝑡) = 0, 𝜕𝑣(𝐿,𝑡)𝜕𝑡 = 0 and
initial conditions

𝑣 (𝑥, 0) = 𝑢 (𝑥, 0) − 𝑢𝐸 (𝑥)
= 𝑓 (𝑥) − (𝐵𝑥 + 𝐴)
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This PDE we already solved before in earlier HW’s and we know that it has the following
solution

𝑣 (𝑥, 𝑡) =
∞
�

𝑛=1,3,5,⋯
𝑏𝑛 sin ��𝜆𝑛𝑥� 𝑒−𝑘𝜆𝑛𝑡

𝜆𝑛 = �
𝑛𝜋
2𝐿
�
2

𝑛 = 1, 3, 5,⋯ (2)

With 𝑏𝑛 found from orthogonality using initial conditions 𝑣 (𝑥, 0) = 𝑓 (𝑥) − (𝐵𝑥 + 𝐴)

𝑣 (𝑥, 0) =
∞
�

𝑛=1,3,5,⋯
𝑏𝑛 sin ��𝜆𝑛𝑥�

�
𝐿

0
�𝑓 (𝑥) − (𝐵𝑥 + 𝐴)� sin ��𝜆𝑚𝑥� 𝑑𝑥 = �

𝐿

0

∞
�

𝑛=1,3,5,⋯
𝑏𝑛 sin ��𝜆𝑛𝑥� sin ��𝜆𝑚𝑥� 𝑑𝑥

�
𝐿

0
�𝑓 (𝑥) − (𝐵𝑥 + 𝐴)� sin ��𝜆𝑚𝑥� 𝑑𝑥 = 𝑏𝑚

𝐿
2

Hence

𝑏𝑛 =
2
𝐿 �

𝐿

0
�𝑓 (𝑥) − (𝐵𝑥 + 𝐴)� sin ��𝜆𝑛𝑥� 𝑑𝑥 𝑛 = 1, 3, 5,⋯ (3)

Therefore, from (1) the solution is

𝑢 (𝑥, 𝑡) =
∞
�

𝑛=1,3,5,⋯
𝑏𝑛 sin ��𝜆𝑛𝑥� 𝑒−𝑘𝜆𝑛𝑡 +

𝑢𝐸(𝑥)

�������𝐵𝑥 + 𝐴

With 𝑏𝑛 given by (3) and eigenvalues 𝜆𝑛 given by (2).

1.1.2 Part (b)

Let

𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑟 (𝑥) (1)

Since 𝑄 (𝑥) in this problem is zero, we can look for 𝑟 (𝑥), since unique equilibrium solution
is not possible due to both boundary conditions being insulated. The idea is that, if we
can find 𝑢𝐸 then we use that, else we switch to reference function 𝑟 (𝑥) which only needs

to satisfy the non-homogenous boundary condition 𝜕𝑢𝐸(𝐿)
𝜕𝑥 = 0 but does not have to satisfy

equilibrium solution. Let

𝑟 (𝑥) = 𝑐1𝑥 + 𝑐2𝑥2

𝜕𝑟
𝜕𝑥

= 𝑐1 + 2𝑐2𝑥

At 𝑥 = 0, second equation above reduces to

0 = 𝑐1

Hence 𝑟 (𝑥) = 𝑐2𝑥2. Now
𝜕𝑟
𝜕𝑥 = 2𝑐2𝑥. At 𝑥 = 𝐿, this gives 2𝑐2𝐿 = 𝐵 or 𝑐2 =

𝐵
2𝐿 , therefore

𝑟 (𝑥) =
𝐵
2𝐿
𝑥2

The above satisfies the non-homogenous B.C. at the right, and also satisfies the homogenous
B.C. at the left. Now we plug-in (1) into the original PDE, this gives

𝜕𝑣 (𝑥, 𝑡)
𝜕𝑡

= 𝑘 �
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥

+
𝜕2𝑢𝐸 (𝑥)
𝜕𝑥 �

𝜕𝑣 (𝑥, 𝑡)
𝜕𝑡

= 𝑘 �
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥

+
𝐵
𝐿�

= 𝑘
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥

+ 𝑘
𝐵
𝐿

Hence
𝜕𝑣 (𝑥, 𝑡)
𝜕𝑡

= 𝑘
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥

+
𝑘𝐵
𝐿
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We now treat 𝑘𝐵𝐿 as forcing function. So the above can be written as

𝜕𝑣 (𝑥, 𝑡)
𝜕𝑡

= 𝑘
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥

+ 𝑄 (2)

The above is now solved using eigenfunction expansion, since no steady state equilibrium
solution exist. Let

𝑣 (𝑥, 𝑡) =
∞
�
𝑛=0

𝑎𝑛 (𝑡) 𝜙𝑛 (𝑥) (3)

Where the index starts from zero, since there is a zero eigenvalue, due to B.C. being

Neumann. 𝜙𝑛 (𝑥) are the eigenfunctions of the corresponding homogenous PDE 𝜕𝑣(𝑥,𝑡)
𝜕𝑡 =

𝑘𝜕
2𝑣(𝑥,𝑡)
𝜕𝑥 with homogenous BC 𝜕𝑣(0,𝑡)

𝜕𝑡 = 0, 𝜕𝑣(𝐿,𝑡)𝜕𝑡 = 0. This we solved before. The eigenfunctions
are

𝜙𝑛 (𝑥) = cos �𝑛𝜋
𝐿
𝑥�

With eigenvalues

𝜆𝑛 =
𝑛2𝜋2

𝐿2
𝑛 = 0, 1, 2,⋯

Notice that 𝜆0 = 0. Substituting (3) into (2) gives
∞
�
𝑛=0

𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) = �𝑘
∞
�
𝑛=0

𝑎𝑛 (𝑡)
𝑑2𝜙𝑛 (𝑥)
𝑑𝑥2 � + 𝑄

Term by term di�erentiation is justified, since 𝑣 (𝑥, 𝑡) and 𝜙𝑛 (𝑥) both solve the same ho-

mogenous B.C. problem. Since
𝑑2𝜙𝑛(𝑥)
𝑑𝑥2 = −𝜆𝑛𝜙𝑛 (𝑥) the above equation reduces to

∞
�
𝑛=0

𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) = �−𝑘
∞
�
𝑛=0

𝑎𝑛 (𝑡) 𝜆𝑛𝜙𝑛 (𝑥)� + 𝑄

Now we expand 𝑄, which gives
∞
�
𝑛=0

𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) = −𝑘
∞
�
𝑛=0

𝑎𝑛 (𝑡) 𝜆𝑛𝜙𝑛 (𝑥) +
∞
�
𝑛=0

𝑞𝑛𝜙𝑛 (𝑥)

By orthogonality

𝑎′𝑛 (𝑡) + 𝑘𝑎𝑛 (𝑡) 𝜆𝑛 = 𝑞𝑛
case 𝑛 = 0

𝑎′0 (𝑡) + 𝑘𝑎0 (𝑡) 𝜆0 = 𝑞0
But 𝜆0 = 0

𝑎′0 (𝑡) = 𝑞0

But since 𝑄 = 𝑘𝐵
𝐿 is constant, then 𝑘𝐵

𝐿 = ∑∞
𝑛=0 𝑞𝑛𝜙𝑛 (𝑥) implies that 𝑘𝐵

𝐿 = 𝑞0𝜙0 (𝑥). But 𝜙0 (𝑥) = 1
for this problem. Hence 𝑞0 =

𝑘𝐵
𝐿 and the ODE becomes

𝑎′0 (𝑡) =
𝑘𝐵
𝐿

Hence

𝑎0 (𝑡) =
𝑘𝐵
𝐿
𝑡 + 𝑐1

case 𝑛 > 0

𝑎′𝑛 (𝑡) + 𝑘𝑎𝑛 (𝑡) 𝜆𝑛 = 𝑞𝑛
Since all 𝑞𝑛 = 0 for 𝑛 > 0 the above becomes

𝑎′𝑛 (𝑡) + 𝑘𝑎𝑛 (𝑡) 𝜆𝑛 = 0

Integrating factor is 𝜇 = 𝑒𝑘𝜆𝑛𝑡. Hence 𝑑
𝑑𝑡
�𝑎𝑛 (𝑡) 𝑒𝑘𝜆𝑛𝑡� = 0 or

𝑎𝑛 (𝑡) = 𝑐2𝑒−𝑘𝜆𝑛𝑡
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Therefore the solution from (3) becomes

𝑣 (𝑥, 𝑡) =
𝑘𝐵
𝐿
𝑡 + 𝑐1 + 𝑐2

∞
�
𝑛=1

𝑒−𝑘𝜆𝑛𝑡 cos ��𝜆𝑛𝑥� (4)

Now we find the initial conditions on 𝑣 (𝑥, 𝑡). Since 𝑢 (𝑥, 0) = 𝑣 (𝑥, 0) + 𝑟 (𝑥) then

𝑣 (𝑥, 0) = 𝑓 (𝑥) −
𝐵
2𝐿
𝑥2

Hence equation (4) at 𝑡 = 0 becomes

𝑓 (𝑥) −
𝐵
2𝐿
𝑥2 = 𝑐1 + 𝑐2

∞
�
𝑛=1

cos ��𝜆𝑛𝑥�

We now find 𝑐1, 𝑐2 by orthogonality.

case 𝑛 = 0

�
𝐿

0
�𝑓 (𝑥) −

𝐵
2𝐿
𝑥2� cos ��𝜆0𝑥� 𝑑𝑥 = �

𝐿

0
𝑐1 cos ��𝜆0𝑥� 𝑑𝑥

But 𝜆0 = 0

�
𝐿

0
�𝑓 (𝑥) −

𝐵
2𝐿
𝑥2� 𝑑𝑥 = �

𝐿

0
𝑐1𝑑𝑥

�
𝐿

0
�𝑓 (𝑥) −

𝐵
2𝐿
𝑥2� 𝑑𝑥 = 𝑐1𝐿

𝑐1 =
1
𝐿 �

𝐿

0
�𝑓 (𝑥) −

𝐵
2𝐿
𝑥2� 𝑑𝑥

case 𝑛 > 0

�
𝐿

0
�𝑓 (𝑥) −

𝐵
2𝐿
𝑥2� cos ��𝜆𝑚𝑥� 𝑑𝑥 = �

𝐿

0
𝑐2

∞
�
𝑛=1

cos ��𝜆𝑛𝑥� cos ��𝜆𝑚𝑥� 𝑑𝑥

= 𝑐2
𝐿
2

𝑐2 =
2
𝐿 �

𝐿

0
�𝑓 (𝑥) −

𝐵
2𝐿
𝑥2� cos ��𝜆𝑛𝑥� 𝑑𝑥

Therefore the solution for 𝑣 (𝑥, 𝑡) is now complete from (4). Hence

𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑟 (𝑥)

=
𝑘𝐵
𝐿
𝑡 + 𝑐1 + �𝑐2

∞
�
𝑛=1

𝑒−𝑘𝜆𝑛𝑡 cos ��𝜆𝑛𝑥�� +
𝐵
2𝐿
𝑥2

Where 𝑐1, 𝑐2 are given by above result. This completes the solution.

1.2 Problem 8.2.2 (a,d)

352 Chapter 8. Nonhomogeneous Problems

In general, the partial differential equation for v(x, t) is of the same type as for
u(x, t), but with a different nonhomogeneous term, since r(x, t) usually does not
satisfy the homogeneous heat equation. The initial condition is also usually altered:

v(x, 0) = f (x) - r(x, 0) = f (x) - A(0) - L (B(0) - A(0)] = 9(x). (8.2.29)

It can be seen that in general only the boundary conditions have been made homo-
geneous. In Sec. 8.3 we will develop a method to analyze nonhomogeneous problems
with homogeneous boundary conditions.

EXERCISES 8.2

8.2.1. Solve the heat equation with time-independent sources and boundary con-
ditions

= k
82U

2 + Q(x)

u(x,0) = f(x)

if an equilibrium solution exists. Analyze the limits as t - oo. If no equilib-
rium exists, explain why and reduce the problem to one with homogeneous
boundary conditions (but do not solve). Assume

(L,t) = B* (a) Q(x) = 0, u(0,t) = A,
Tax-

(b) Q(x) = 0, (0, t) = 0, ai (L, t) = B 96 0
(c) Q(x) = 0, (0,t) = A 96 0, r(L,t) = A

* (d) Q(x) = k, u(0, t) = A, u(L, t) = B
(e) Q(x) = k, U (0, t) = 0, au (L, t) = 0
(f) Q(x) = sin 2-i-, a!i (0, t) = 0, Ou(L, t) = 0

8.2.2. Consider the heat equation with time-dependent sources and boundary con-
ditions:

2
09U =
8t k8x2 + Q(x, t)

u(x,0) = f(x).

Reduce the problem to one with homogeneous boundary conditions if

* (a) 8u(0,t) = A(t) and &u(L,t) = B(t)
(b) u(0, t) = A(t) and (L, t) = B(t)

D_X

* (c) (0, t) = A(t) and u(L, t) = B(t)
TX_

(d) u(O, t) = 0 and Ou(L, t) + h(u(L, t) - B(t)) = 0
(e) (0,t) = 0 and (L, t) + h(u(L, t) - B(t)) = 0

'67X '67X
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1.2.1 Part (a)

Let

𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑟 (𝑥, 𝑡) (1)

Since the problem has time dependent source function 𝑄 (𝑥, 𝑡) then 𝑟 (𝑥, 𝑡) is now a reference
function that only needs to satisfy the non-homogenous boundary conditions which in this
problem are at both ends and 𝑣 (𝑥, 𝑡) has homogenous boundary conditions. The first step
is to find 𝑟 (𝑥, 𝑡). Let

𝑟 (𝑥, 𝑡) = 𝑐1 (𝑡) 𝑥 + 𝑐2 (𝑡) 𝑥2

Then
𝜕𝑟 (𝑥, 𝑡)
𝜕𝑥

= 𝑐1 (𝑡) + 2𝑐2 (𝑡) 𝑥

At 𝑥 = 0

𝐴 (𝑡) = 𝑐1 (𝑡)

And at 𝑥 = 𝐿

𝐵 (𝑡) = 𝑐1 (𝑡) + 2𝑐2 (𝑡) 𝐿

𝑐2 (𝑡) =
𝐵 (𝑡) − 𝑐1 (𝑡)

2𝐿
Solving for 𝑐1, 𝑐2 gives

𝑟 (𝑥, 𝑡) = 𝐴 (𝑡) 𝑥 + �
𝐵 (𝑡) − 𝐴 (𝑡)

2𝐿 � 𝑥2 (2)

Replacing (1) into the original PDE 𝑢𝑡 = 𝑘𝑢𝑥𝑥 + 𝑄 (𝑥, 𝑡) gives
𝜕
𝜕𝑡
(𝑣 (𝑥, 𝑡) − 𝑟 (𝑥, 𝑡)) = 𝑘

𝜕2

𝜕𝑥
(𝑣 (𝑥, 𝑡) − 𝑟 (𝑥, 𝑡)) + 𝑄 (𝑥, 𝑡)

𝜕𝑣
𝜕𝑡

−
𝜕𝑟
𝜕𝑡

= 𝑘
𝜕2𝑣
𝜕𝑥2

− 𝑘
𝜕2𝑟
𝜕𝑥2

+ 𝑄 (𝑥, 𝑡)

But 𝜕2𝑟
𝜕𝑥2 =

𝐵(𝑡)−𝐴(𝑡)
𝐿 , hence the above reduces to

𝜕𝑣
𝜕𝑡

= 𝑘
𝜕2𝑣
𝜕𝑥2

+ 𝑄 (𝑥, 𝑡) − 𝑘
𝐵 (𝑡) − 𝐴 (𝑡)

𝐿
+
𝜕𝑟
𝜕𝑡

(3)

Let

�̃� (𝑥, 𝑡) = 𝑄 (𝑥, 𝑡) +
𝜕𝑟
𝜕𝑡
− 𝑘

𝐵 (𝑡) − 𝐴 (𝑡)
𝐿

then (3) becomes

𝜕𝑣
𝜕𝑡

= 𝑘
𝜕2𝑣
𝜕𝑥2

+ �̃� (𝑥, 𝑡)

The above PDE now has homogenous boundary conditions

𝑣𝑡 (0, 𝑡) = 0
𝑣𝑡 (𝐿, 𝑡) = 0

And initial condition is

𝑣 (𝑥, 0) = 𝑢 (𝑥, 0) − 𝑟 (𝑥, 0)

= 𝑓 (𝑥) − �𝐴 (0) 𝑥 + �
𝐵 (0) − 𝐴 (0)

2𝐿 � 𝑥2�

The problem does not ask us to solve it. So will stop here.

1.2.2 Part (d)

Let

𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑟 (𝑥, 𝑡) (1)

Since the problem has time dependent source function 𝑄 (𝑥, 𝑡) then 𝑟 (𝑥, 𝑡) is now a reference
function that only needs to satisfy the non-homogenous boundary conditions which in this
problem are at both ends and 𝑣 (𝑥, 𝑡) has homogenous boundary conditions. The boundary
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condition 𝑟 (𝑥, 𝑡) need to satisfy is

𝜕𝑟
𝜕𝑥

(𝐿, 𝑡) + ℎ𝑟 (𝐿, 𝑡) − ℎ𝐵 (𝑡) = 0

𝑟 (0, 𝑡) = 0 (2)

Let

𝑟 (𝑥, 𝑡) = 𝑐1 (𝑡) 𝑥 + 𝑐2 (𝑡)

Since 𝑟 (0, 𝑡) = 0 then 𝑐2 = 0. Now we use the right side non-homogenous B.C. to solve for
𝑐1. Plugging the above into the right side B.C. gives

𝑐1 + ℎ𝑐1𝐿 − ℎ𝐵 (𝑡) = 0

𝑐1 =
ℎ𝐵 (𝑡)
1 + ℎ𝐿

Hence

𝑟 (𝑥, 𝑡) = ℎ𝐵(𝑡)
1+ℎ𝐿𝑥 (3)

The rest is very similar to what we did in part (a). Replacing (1) into the original PDE
𝜕𝑢(𝑥,𝑡)
𝜕𝑡 = 𝑘𝜕

2𝑢(𝑥,𝑡)
𝜕𝑥 + 𝑄 (𝑥, 𝑡) gives

𝜕
𝜕𝑡
(𝑣 (𝑥, 𝑡) − 𝑟 (𝑥, 𝑡)) = 𝑘

𝜕2

𝜕𝑥
(𝑣 (𝑥, 𝑡) − 𝑟 (𝑥, 𝑡)) + 𝑄 (𝑥, 𝑡)

𝜕𝑣
𝜕𝑡

−
𝜕𝑟
𝜕𝑡

= 𝑘
𝜕2𝑣
𝜕𝑥2

− 𝑘
𝜕2𝑟
𝜕𝑥2

+ 𝑄 (𝑥, 𝑡)

But 𝜕2𝑟
𝜕𝑥2 = 0 hence the above reduces to

𝜕𝑣
𝜕𝑡

= 𝑘
𝜕2𝑣
𝜕𝑥2

+ 𝑄 (𝑥, 𝑡) +
𝜕𝑟
𝜕𝑡

(4)

Let

�̃� (𝑥, 𝑡) = 𝑄 (𝑥, 𝑡) +
𝜕𝑟
𝜕𝑡

Then (4) becomes

𝜕𝑣
𝜕𝑡 = 𝑘

𝜕2𝑣
𝜕𝑥2 + �̃� (𝑥, 𝑡)

The above PDE now has homogeneous boundary conditions

𝑣 (0, 𝑡) = 0
𝜕𝑣 (𝐿, 𝑡)
𝜕𝑡

= 0

And initial condition is

𝑣 (𝑥, 0) = 𝑢 (𝑥, 0) − 𝑟 (𝑥, 0)

= 𝑓 (𝑥) −
ℎ𝐵 (0)
1 + ℎ𝐿

𝑥

The problem does not ask us to solve it. So will stop here.

1.3 Problem 8.2.5

8.3. Eigenfunction Expansion with Homogeneous BCs 353

8.2.3. Solve the two-dimensional heat equation with circularly symmetric time-
independent sources, boundary conditions, and initial conditions (inside a
circle):

= rC 8r (r 8 ) + Q(r)
with

u(r, 0) = f (r) and u(a, t) = T.

8.2.4. Solve the two-dimensional heat equation with time-independent boundary
conditions:

au _ k (82U + a2u
at ax2 W2

subject to the boundary conditions

u(0, y, t) = 0 u(x, 0, t) = 0
u(L, y, t) = 0 u(x, H, t) = g(x)

and the initial condition

u(x,y,0) = f(x,y)
Analyze the limit as t -' oo.

8.2.5. Solve the initial value problem for a two-dimensional heat equation inside a
circle (of radius a) with time-independent boundary conditions:

au = kV2u
at

u(a,0,t) =
u(r, 9, 0) =

g(9)
f(r,9)

8.2.6. Solve the wave equation with time-independent sources,

a2u 2 82u
at2 = C ax2 + Q(x)

u(x,0) = f(x)

a u(x,0) = g(x),

if an "equilibrium" solution exists. Analyze the behavior for large t. If
no equilibrium exists, explain why and reduce the problem to one with
homogeneous boundary conditions. Assume that

* (a) Q(x) = 0, u(0, t) = A,
(b) Q(x) = 1, U(0, t) = 0,

(c) Q(x) = 1, u(0, t) = A,

u(L, t) = B
u(L,t) = 0
u(L, t) = B

[Hint: Add problems (a) and (b).]
: (d) Q(x) = sin , u(0, t) = 0, u(L, t) = 0
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𝜕𝑢 (𝑟, 𝜃, 𝑡)
𝜕𝑡

= 𝑘 �
𝜕2𝑢
𝜕𝑟2

+
1
𝑟
𝜕𝑢
𝜕𝑟

+
1
𝑟2
𝜕2𝑢
𝜕𝜃2 �

|𝑢 (0, 𝜃, 𝑡)| < ∞
𝑢 (𝑎, 𝜃, 𝑡) = 𝑔 (𝜃)
𝑢 (𝑟, −𝜋, 𝑡) = 𝑢 (𝑟, 𝜋, 𝑡)

𝜕𝑢
𝜕𝜃

(𝑟, −𝜋, 𝑡) =
𝜕𝑢
𝜕𝜃

(𝑟, 𝜋, 𝑡)

With initial conditions 𝑢 (𝑟, 𝜃, 0) = 𝑓 (𝑟, 𝜃). Since the boundary conditions are not homoge-
nous, and since there are no time dependent sources, then in this case we look for 𝑢𝐸 (𝑟, 𝜃)
which is solution at steady state which needs to satisfy the nonhomogeneous B.C., where
𝑢 (𝑟, 𝜃, 𝑡) = 𝑣 (𝑟, 𝜃, 𝑡) +𝑢𝐸 (𝑟, 𝜃) and 𝑣 (𝑟, 𝜃, 𝑡) solves the PDE but with homogenous B.C. There-
fore, we need to find equilibrium solution for Laplace PDE on disk, that only needs to
satisfy the nonhomogeneous B.C.

∇ 2𝑢𝐸 = 0
𝜕2𝑢𝐸
𝜕𝑟2

+
1
𝑟
𝜕𝑢𝐸
𝜕𝑟

+
1
𝑟2
𝜕2𝑢𝐸
𝜕𝜃2

= 0

With boundary condition

|𝑢𝐸 (0, 𝜃)| < 𝜃
𝑢𝐸 (𝑎, 𝜃) = 𝑔 (𝜃)
𝑢𝐸 (𝑟, −𝜋) = 𝑢𝐸 (𝑟, 𝜋)

𝜕𝑢𝐸
𝜕𝜃

(𝑟, −𝜋) =
𝜕𝑢𝐸
𝜕𝜃

(𝑟, 𝜋)

But this PDE we have already solved before. But to practice, will solve it again. Let

𝑢𝐸 (𝑟, 𝜃) = 𝑅 (𝑟)Θ (𝜃)

Where 𝑅 (𝑟) is the solution in radial dimension and Θ(𝜃) is solution in angular dimension.
Substituting 𝑢𝐸 (𝑟, 𝜃) in the PDE gives

𝑅′′Θ +
1
𝑟
𝑅′Θ +

1
𝑟2
Θ ′′𝑅 = 0

Dividing by 𝑅 (𝑟)Φ (𝜃)
𝑅′′

𝑅
+
1
𝑟
𝑅′

𝑅
+
1
𝑟2
Θ ′′

Θ
= 0

𝑟2
𝑅′′

𝑅
+ 𝑟

𝑅′

𝑅
= −

Θ ′′

Θ
Hence each side is equal to constant, say 𝜆 and we obtain

𝑟2
𝑅′′

𝑅
+ 𝑟

𝑅′

𝑅
= 𝜆

−
Θ ′′

Θ
= 𝜆

Or

𝑟2𝑅′′ + 𝑟𝑅′ − 𝜆𝑅 = 0 (1)

Θ ′′ + 𝜆Θ = 0 (2)

We start with Φ ODE. The boundary conditions on (3) are

Θ(−𝜋) = Θ (𝜋)
𝜕Θ
𝜕𝜃

(−𝜋) =
𝜕Θ
𝜕𝜃

(𝜋)

case 𝜆 = 0 The solution is Φ = 𝑐1𝜃 + 𝑐2. Hence we obtain, from first initial conditions

−𝜋𝑐1 + 𝑐2 = 𝜋𝑐1 + 𝑐2
𝑐1 = 0

Second boundary conditions just says that 𝑐2 = 𝑐2, so any constant will do. Hence 𝜆 = 0 is
an eigenvalue with constant being eigenfunction.
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case 𝜆 > 0 The solution is

Θ(𝜃) = 𝑐1 cos√𝜆𝜃 + 𝑐2 sin√𝜆𝜃
The first boundary conditions gives

𝑐1 cos �−√𝜆𝜋� + 𝑐2 sin �−√𝜆𝜋� = 𝑐1 cos �√𝜆𝜋� + 𝑐2 sin �√𝜆𝜋�

𝑐1 cos �√𝜆𝜋� − 𝑐2 sin �√𝜆𝜋� = 𝑐1 cos �√𝜆𝜋� + 𝑐2 sin �√𝜆𝜋�

2𝑐2 sin �√𝜆𝜋� = 0 (3)

From second boundary conditions we obtain

Θ ′ (𝜃) = −√𝜆𝑐1 sin√𝜆𝜃 + 𝑐2√𝜆 cos√𝜆𝜃
Therefore

−√𝜆𝑐1 sin �−√𝜆𝜋� + 𝑐2√𝜆 cos �−√𝜆𝜋� = −√𝜆𝑐1 sin �√𝜆𝜋� + 𝑐2√𝜆 cos �√𝜆𝜋�

√𝜆𝑐1 sin �√𝜆𝜋� + 𝑐2√𝜆 cos �√𝜆𝜋� = −√𝜆𝑐1 sin �√𝜆𝜋� + 𝑐2√𝜆 cos �√𝜆𝜋�

√𝜆𝑐1 sin �√𝜆𝜋� = −√𝜆𝑐1 sin �√𝜆𝜋�

2𝑐1 sin �√𝜆𝜋� = 0 (4)

Both (3) and (4) are satisfied if

√𝜆𝜋 = 𝑛𝜋 𝑛 = 1, 2, 3,⋯
𝜆 = 𝑛2 𝑛 = 1, 2, 3,⋯

Therefore

Θ𝑛 (𝜃) =
𝜆=0
⏞̃𝐴0 +

∞
�
𝑛=1

�̃�𝑛 cos (𝑛𝜃) + �̃�𝑛 sin (𝑛𝜃) (5)

I put tilde on top of these constants, so not confuse them with constants used for 𝑣 (𝑟, 𝜃, 𝑡)
found later below. Now we go back to the 𝑅 ODE (2) given by 𝑟2𝑅′′ + 𝑟𝑅′ − 𝜆𝑛𝑅 = 0 and
solve it. This is Euler PDE whose solution is found by substituting 𝑅 (𝑟) = 𝑟𝛼. The solution
comes out to be (Lecture 9)

𝑅𝑛 (𝑟) = 𝑐0 +
∞
�
𝑛=1

𝑐𝑛𝑟𝑛 (6)

Combining (5,6) we now find 𝑢𝐸 as

𝑢𝐸𝑛 (𝑟, 𝜃) = 𝑅𝑛 (𝑟)Θ𝑛 (𝜃)

𝑢𝐸 (𝑟, 𝜃) = �̃�0 +
∞
�
𝑛=1

�̃�𝑛 cos (𝑛𝜃) 𝑟𝑛 + �̃�𝑛 sin (𝑛𝜃) 𝑟𝑛

=
∞
�
𝑛=0

�̃�𝑛 cos (𝑛𝜃) 𝑟𝑛 +
∞
�
𝑛=1

�̃�𝑛 sin (𝑛𝜃) 𝑟𝑛 (7)

Where 𝑐0 was combined with 𝐴0. Now the above equilibrium solution needs to satisfy the
non-homogenous B.C. 𝑢𝐸 (𝑎, 𝜃) = 𝑔 (𝜃). Using orthogonality on (7) to find 𝐴𝑛, 𝐵𝑛 gives

𝑔 (𝜃) =
∞
�
𝑛=0

�̃�𝑛 cos (𝑛𝜃) 𝑎𝑛 +
∞
�
𝑛=1

�̃�𝑛 sin (𝑛𝜃) 𝑎𝑛

�
2𝜋

0
𝑔 (𝜃) cos (𝑛′𝜃) 𝑑𝜃 = �

2𝜋

0

∞
�
𝑛=0

�̃�𝑛 cos (𝑛𝜃) cos (𝑛′𝜃) 𝑎𝑛𝑑𝜃 +�
2𝜋

0

∞
�
𝑛=1

�̃�𝑛 sin (𝑛𝜃) cos (𝑛′𝜃) 𝑎𝑛𝑑𝜃

=
∞
�
𝑛=0

�
2𝜋

0
�̃�𝑛 cos (𝑛𝜃) cos (𝑛′𝜃) 𝑎𝑛𝑑𝜃 +

∞
�
𝑛=0

0

�����������������������������������������
�

2𝜋

0
�̃�𝑛 sin (𝑛𝜃) cos (𝑛′𝜃) 𝑎𝑛𝑑𝜃

= �̃�𝑛′�
2𝜋

0
cos2 (𝑛′𝜃) 𝑎𝑛𝑑𝜃
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For 𝑛 = 0

�
2𝜋

0
𝑔 (𝜃) 𝑑𝜃 = �̃�0�

2𝜋

0
𝑑𝜃

�̃�0 =
1
2𝜋 �

2𝜋

0
𝑔 (𝜃) 𝑑𝜃

For 𝑛 > 0

�
2𝜋

0
𝑔 (𝜃) cos (𝑛𝜃) 𝑑𝜃 = �̃�𝑛�

2𝜋

0
cos2 (𝑛𝜃) 𝑎𝑛𝑑𝜃

�̃�𝑛 =
1
𝜋 �

2𝜋

0
𝑔 (𝜃) cos (𝑛𝜃) 𝑑𝜃

Similarly, we apply orthogonality to find �̃�𝑛 which gives (for 𝑛 > 0 only)

�̃�𝑛 =
1
𝜋 �

2𝜋

0
𝑔 (𝜃) sin (𝑛𝜃) 𝑑𝜃

Therefore, we have found 𝑢𝐸 (𝑟, 𝜃) completely now. It is given by

𝑢𝐸 (𝑟, 𝜃) = �̃�0 +
∞
�
𝑛=1

�̃�𝑛 cos (𝑛𝜃) 𝑟𝑛 + �̃�𝑛 sin (𝑛𝜃) 𝑟𝑛

�̃�0 =
1
2𝜋 �

2𝜋

0
𝑔 (𝜃) 𝑑𝜃

�̃�𝑛 =
1
𝜋 �

2𝜋

0
𝑔 (𝜃) cos (𝑛𝜃) 𝑑𝜃

�̃�𝑛 =
1
𝜋 �

2𝜋

0
𝑔 (𝜃) sin (𝑛𝜃) 𝑑𝜃

The above satisfies the non-homogenous B.C. 𝑢𝐸 (𝑎, 𝜃) = 𝑔 (𝜃). Now, since 𝑢 (𝑟, 𝜃, 𝑡) =
𝑣 (𝑟, 𝜃, 𝑡) + 𝑢𝐸 (𝑟, 𝜃), then we need to solve now for 𝑣 (𝑟, 𝜃, 𝑡) specified by

𝜕𝑣 (𝑟, 𝜃, 𝑡)
𝜕𝑡

= 𝑘 �
𝜕2𝑣
𝜕𝑟2

+
1
𝑟
𝜕𝑣
𝜕𝑟

+
1
𝑟2
𝜕2𝑣
𝜕𝜃2 �

(8)

|𝑣 (0, 𝜃, 𝑡)| < 𝜃
𝑣 (𝑎, 𝜃, 𝑡) = 0
𝑣 (𝑟, −𝜋, 𝑡) = 𝑣 (𝑟, 𝜋, 𝑡)

𝜕𝑣
𝜕𝜃

(𝑟, −𝜋, 𝑡) =
𝜕𝑣
𝜕𝜃

(𝑟, 𝜋, 𝑡)

Let 𝑣 (𝑟, 𝜃, 𝑡) = 𝑅 (𝑟)Θ (𝜃) 𝑇 (𝑡). Substituting into (8) gives

𝑇′𝑅Θ = 𝑘 �𝑅′′𝑇Θ +
1
𝑟
𝑅′𝑇Θ +

1
𝑟2
Θ ′′𝑅𝑇�

Dividing by 𝑅 (𝑟)Θ (𝜃) 𝑇 (𝑡) ≠ 0 gives
1
𝑘
𝑇′

𝑇
=
𝑅′′

𝑅
+
1
𝑟
𝑅′

𝑅
+
1
𝑟2
Θ ′′

Θ
Let first separation constant be −𝜆, hence the above becomes

1
𝑘
𝑇′

𝑇
= −𝜆

𝑅′′

𝑅
+
1
𝑟
𝑅′

𝑅
+
1
𝑟2
Θ ′′

Θ
= −𝜆

Or

𝑇′ + 𝜆𝑘𝑇 = 0

𝑟2
𝑅′′

𝑅
+ 𝑟

𝑅′

𝑅
+ 𝑟2𝜆 = −

Θ ′′

Θ
We now separate the second equation above using 𝜇 giving

𝑟2
𝑅′′

𝑅
+ 𝑟

𝑅′

𝑅
+ 𝑟2𝜆 = 𝜇

−
Θ ′′

Θ
= 𝜇
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Or

𝑅′′ +
1
𝑟
𝑅′ + 𝑅 �𝜆 −

𝜇
𝑟2
� = 0 (9)

Θ ′′ + 𝜇Θ = 0 (10)

Equation (9) is Sturm-Liouville ODE with boundary conditions 𝑅 (𝑎) = 0 and bounded at
𝑟 = 0 and (10) has periodic boundary conditions as was solved above. The solution to (10)
is given in (5) above, no change for this part.

Θ𝑛 (𝜃) =
𝜆=0
⏞𝐴0 +

∞
�
𝑛=1

𝐴𝑛 cos (𝑛𝜃) + 𝐵𝑛 sin (𝑛𝜃)

=
∞
�
𝑛=0

𝐴𝑛 cos (𝑛𝜃) +
∞
�
𝑛=1

𝐵𝑛 sin (𝑛𝜃) (11)

Therefore (9) becomes 𝑅′′ + 1
𝑟𝑅

′ + 𝑅 �𝜆 − 𝑛2

𝑟2
� = 0 with 𝑛 = 0, 1, 2,⋯. We found the solution

to this Sturm-Liouville before, it is given by

𝑅𝑛𝑚 (𝑟) = 𝐽𝑛 ��𝜆𝑛𝑚𝑟� 𝑛 = 0, 1, 2,⋯ ,𝑚 = 1, 2, 3,⋯ (12)

Where √𝜆𝑛𝑚 = 𝑎
𝑧𝑛𝑚

where 𝑎 is the radius of the disk and 𝑧𝑛𝑚 is the 𝑚𝑡ℎ zero of the Bessel
function of order 𝑛. This is found numerically. We now just need to find the time solution
from 𝑇′ + 𝜆𝑛𝑚𝑘𝑇 = 0. This has solution

𝑇𝑛𝑚 (𝑡) = 𝑒−√𝑘𝜆𝑛𝑚𝑡 (13)

Now we combine (11,12,13) to find solution for 𝑣 (𝑟, 𝜃, 𝑡)

𝑣𝑛𝑚 (𝑟, 𝜃, 𝑡) = Θ𝑛 (𝜃) 𝑅𝑛𝑚 (𝑟) 𝑇𝑛𝑚 (𝑡)

𝑣 (𝑟, 𝜃, 𝑡) =
∞
�
𝑛=0

∞
�
𝑚=1

𝐴𝑛 cos (𝑛𝜃) 𝐽𝑛 ��𝜆𝑛𝑚𝑟� 𝑒−√𝑘𝜆𝑛𝑚𝑡 +
∞
�
𝑛=1

∞
�
𝑚=1

𝐵𝑛 sin (𝑛𝜃) 𝐽𝑛 ��𝜆𝑛𝑚𝑟� 𝑒−√𝑘𝜆𝑛𝑚𝑡

(14)

We now need to find 𝐴𝑛, 𝐵𝑛, which is found from initial conditions on 𝑣 (𝑟, 𝜃, 0) which is
given by

𝑣 (𝑟, 𝜃, 0) = 𝑢 (𝑟, 𝜃, 0) − 𝑢𝐸 (𝑟, 𝜃)
= 𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃)

Hence from (14), at 𝑡 = 0

𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃) =
∞
�
𝑛=0

∞
�
𝑚=1

𝐴𝑛 cos (𝑛𝜃) 𝐽𝑛 ��𝜆𝑛𝑚𝑟� +
∞
�
𝑛=1

∞
�
𝑚=1

𝐵𝑛 sin (𝑛𝜃) 𝐽𝑛 ��𝜆𝑛𝑚𝑟� (15)

For each 𝑛, inside the 𝑚 sum, cos (𝑛𝜃) and sin (𝑛𝜃) will be constant. So we need to ap-
ply orthogonality twice in order to remove both sums. Multiplying (15) by cos (𝑛′𝜃) and
integrating gives

�
𝜋

−𝜋
�𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃)� cos (𝑛′𝜃) 𝑑𝜃 = �

𝜋

−𝜋

∞
�
𝑛=0

�
∞
�
𝑚=1

𝐴𝑛𝐽𝑛 ��𝜆𝑛𝑚𝑟�� cos (𝑛𝜃) cos (𝑛′𝜃) 𝑑𝜃

+�
𝜋

−𝜋

∞
�
𝑛=1

�
∞
�
𝑚=1

𝐵𝑛𝐽𝑛 ��𝜆𝑛𝑚𝑟�� sin (𝑛𝜃) cos (𝑛′𝜃)

The second sum in the RHS above goes to zero due to ∫
𝜋

−𝜋
sin (𝑛𝜃) cos (𝑛′𝜃) 𝑑𝜃 and we end

up with

�
𝜋

−𝜋
�𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃)� cos (𝑛𝜃) 𝑑𝜃 = 𝐴𝑛�

𝜋

−𝜋
cos2 (𝑛𝜃)

∞
�
𝑚=1

𝐽𝑛 ��𝜆𝑛𝑚𝑟� 𝑑𝜃

We now apply orthogonality again, but on Bessel functions and remember to add the
weight 𝑟. The above becomes

�
𝑎

0
�

𝜋

−𝜋
�𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃)� cos (𝑛𝜃) 𝐽𝑛 ��𝜆𝑛𝑚′𝑟� 𝑟𝑑𝜃𝑑𝑟 = 𝐴𝑛�

𝑎

0
�

𝜋

−𝜋
cos2 (𝑛𝜃)

∞
�
𝑚=1

𝐽𝑛 ��𝜆𝑛𝑚𝑟� 𝐽𝑛 ��𝜆𝑛𝑚′𝑟� 𝑟𝑑𝜃𝑑𝑟

= 𝐴𝑛�
𝑎

0
�

𝜋

−𝜋
cos2 (𝑛𝜃) 𝐽2𝑛 ��𝜆𝑛𝑚′𝑟� 𝑟𝑑𝜃𝑑𝑟

Hence

𝐴𝑛 =
∫𝑎

0
∫𝜋

−𝜋
�𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃)� cos (𝑛𝜃) 𝐽𝑛 �√𝜆𝑛𝑚𝑟� 𝑟𝑑𝜃𝑑𝑟

∫𝑎

0
∫𝜋

−𝜋
cos2 (𝑛𝜃) 𝐽2𝑛 �√𝜆𝑛𝑚𝑟� 𝑟𝑑𝜃𝑑𝑟

𝑛 = 0, 1, 2,⋯ ,𝑚 = 1, 2, 3,⋯
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We will repeat the same thing to find 𝐵𝑛. The only di�erence now is to use sin 𝑛𝜃. repeating
these steps gives

𝐵𝑛 =
∫𝑎

0
∫𝜋

−𝜋
�𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃)� sin (𝑛𝜃) 𝐽𝑛 �√𝜆𝑛𝑚𝑟� 𝑟𝑑𝜃𝑑𝑟

∫𝑎

0
∫𝜋

−𝜋
sin2 (𝑛𝜃) 𝐽2𝑛 �√𝜆𝑛𝑚𝑟� 𝑟𝑑𝜃𝑑𝑟

𝑛 = 0, 1, 2,⋯ ,𝑚 = 1, 2, 3,⋯

This complete the solution.

Summary of solution

𝑢 (𝑟, 𝜃, 𝑡) = 𝑣 (𝑟, 𝜃, 𝑡) + 𝑢𝐸 (𝑟, 𝜃)

=
∞
�
𝑛=0

∞
�
𝑚=1

𝐴𝑛 cos (𝑛𝜃) 𝐽𝑛 ��𝜆𝑛𝑚𝑟� 𝑒−√𝑘𝜆𝑛𝑚𝑡+
∞
�
𝑛=1

∞
�
𝑚=1

𝐵𝑛 sin (𝑛𝜃) 𝐽𝑛 ��𝜆𝑛𝑚𝑟� 𝑒−√𝑘𝜆𝑛𝑚𝑡 + 𝑢𝐸 (𝑟, 𝜃)

Where

𝑢𝐸 (𝑟, 𝜃) = �̃�0 +
∞
�
𝑛=1

�̃�𝑛 cos (𝑛𝜃) 𝑟𝑛 + �̃�𝑛 sin (𝑛𝜃) 𝑟𝑛

�̃�0 =
1
2𝜋 �

2𝜋

0
𝑔 (𝜃) 𝑑𝜃

�̃�𝑛 =
1
𝜋 �

2𝜋

0
𝑔 (𝜃) cos (𝑛𝜃) 𝑑𝜃

�̃�𝑛 =
1
𝜋 �

2𝜋

0
𝑔 (𝜃) sin (𝑛𝜃) 𝑑𝜃

And

𝐴𝑛 =
∫𝑎

0
∫𝜋

−𝜋
�𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃)� cos (𝑛𝜃) 𝐽𝑛 �√𝜆𝑛𝑚𝑟� 𝑟𝑑𝜃𝑑𝑟

∫𝑎

0
∫𝜋

−𝜋
cos2 (𝑛𝜃) 𝐽2𝑛 �√𝜆𝑛𝑚𝑟� 𝑟𝑑𝜃𝑑𝑟

𝑛 = 0, 1, 2,⋯ ,𝑚 = 1, 2, 3,⋯

And

𝐵𝑛 =
∫𝑎

0
∫𝜋

−𝜋
�𝑓 (𝑟, 𝜃) − 𝑢𝐸 (𝑟, 𝜃)� sin (𝑛𝜃) 𝐽𝑛 �√𝜆𝑛𝑚𝑟� 𝑟𝑑𝜃𝑑𝑟

∫𝑎

0
∫𝜋

−𝜋
sin2 (𝑛𝜃) 𝐽2𝑛 �√𝜆𝑛𝑚𝑟� 𝑟𝑑𝜃𝑑𝑟

𝑛 = 0, 1, 2,⋯ ,𝑚 = 1, 2, 3,⋯

Where √𝜆𝑛𝑚 = 𝑎
𝑧𝑛𝑚

where 𝑎 is the radius of the disk and 𝑧𝑛𝑚 is the 𝑚𝑡ℎ zero of the Bessel
function of order 𝑛.

1.4 Problem 8.3.3

Problem Solve the initial value problem

𝑐𝜌
𝜕𝑢
𝜕𝑡

=
𝜕
𝜕𝑥 �

𝐾0
𝜕𝑢
𝜕𝑥�

+ 𝑞𝑢 + 𝑓 (𝑥, 𝑡) (1)

Where 𝑐, 𝜌, 𝐾0, 𝑞 are functions of 𝑥 only, subject to conditions 𝑢 (0, 𝑡) = 0, 𝑢 (𝐿, 𝑡) = 0, 𝑢 (𝑥, 0) =
𝑔 (𝑥). Assume that eigenfunctions are know. Hint: let 𝐿 = 𝑑

𝑑𝑥
�𝐾0

𝑑
𝑑𝑥
� + 𝑞

solution

Because this problem has homogeneous B.C. but has time dependent source (i.e. non-
homogenous in the PDE itself), then we will use the method of eigenfunction expansion.
In this method, we first need to find the eigenfunctions 𝜙𝑛 (𝑥) of the associated PDE without
the source being present. Then use these 𝜙𝑛 (𝑥) to expand the source 𝑓 (𝑥, 𝑡) as generalized
Fourier series. We now switch to the associated homogenous PDE in order to find the
eigenfunctions. This the same as above, but without the source term.
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𝜕𝑢
𝜕𝑡

=
1
𝑐𝜌

𝜕
𝜕𝑥 �

𝐾0
𝜕𝑢
𝜕𝑥�

+
𝑞
𝑐𝜌
𝑢 (2)

𝑢 (0, 𝑡) = 0
𝑢 (𝐿, 𝑡) = 0
𝑢 (𝑥, 0) = 𝑔 (𝑥)

We are told to assume the eigenfunctions 𝜙𝑛 (𝑥) are known. But it is better to do this
explicitly, also needed to find the weight. Let 𝑢 = 𝑋 (𝑥) 𝑇 (𝑡). Then (2) becomes

𝑇′𝑋 =
1
𝑐𝜌
𝐾′
0𝑋′𝑇 +

1
𝑐𝜌
𝐾0𝑋′′𝑇 +

𝑞
𝑐𝜌
𝑋𝑇

Dividing by 𝑋𝑇 gives
𝑇′

𝑇
=
1
𝑐𝜌
𝐾′
0
𝑋′

𝑋
+
1
𝑐𝜌
𝐾0
𝑋′′

𝑋
+
𝑞
𝑐𝜌

As the right side depends on 𝑥 only, and the left side depends on 𝑡 only, we can now
separate them. Using −𝜆 as separation constant gives

𝑇′ + 𝜆𝑇 = 0

And for the 𝑥 part
1
𝑐𝜌
𝐾′
0
𝑋′

𝑋
+
1
𝑐𝜌
𝐾0
𝑋′′

𝑋
+
𝑞
𝑐𝜌

= −𝜆

𝐾′
0𝑋′ + 𝐾0𝑋′′ + 𝑞𝑋 = −𝜆𝑐𝜌𝑋 (2A)

(𝐾0𝑋′)′ + 𝑞𝑋 = −𝜆𝑐𝜌𝑋

We now see this is Sturm-Liouville ODE, with

𝑝 = 𝐾0

𝑞 ≡ 𝑞
𝜎 = 𝑐𝜌

And

𝐿 [𝑋] =
𝑑
𝑑𝑥 �

𝐾0
𝑑𝑋
𝑑𝑥 �

+ 𝑞𝑋

𝐿 ≡
𝑑
𝑑𝑥 �

𝐾0
𝑑𝑋
𝑑𝑥 �

+ 𝑞

Where

𝐿 [𝑋] = −𝜆𝑐𝜌𝑋

The solution to S-L, with homogeneous B.C. is given as

𝑋 (𝑥) =
∞
�
𝑛=1

𝑎𝑛𝜙𝑛 (𝑥)

When we plug-in this back into (2), and incorporate the time solution from 𝑇′ + 𝜆𝑛𝑇 = 0,
we end up with solution for (2) as

𝑢 (𝑥, 𝑡) =
∞
�
𝑛=1

𝑎𝑛 (𝑡) 𝜙𝑛 (𝑥) (3)

Where now the Fourier coe�cients became time dependent. We now substitute this back
into the original PDE (1) with the source present (the nonhomogeneous PDE) and obtain

𝑐𝜌
∞
�
𝑛=1

𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) =
∞
�
𝑛=1

𝑎𝑛 (𝑡) 𝐿 �𝜙𝑛 (𝑥)� + 𝑓 (𝑥, 𝑡) (4)

We now expand 𝑓 (𝑥, 𝑡) using same eigenfunctions found from the homogeneous PDE
solution (we can do this, since eigenfunctions found from Sturm-Liouville can be used to
expand any piecewise continuous function). Let

𝑓 (𝑥, 𝑡) =
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝜙𝑛 (𝑥) (5)
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Hence (4) becomes

𝑐𝜌
∞
�
𝑛=1

𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) =
∞
�
𝑛=1

𝑎𝑛 (𝑡) 𝐿 �𝜙𝑛 (𝑥)� +
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝜙𝑛 (𝑥) (6)

But from above, we know that 𝐿 �𝜙𝑛 (𝑥)� = −𝜆𝑛𝑐𝜌𝜙𝑛 (𝑥), hence (6) becomes

𝑐𝜌
∞
�
𝑛=1

𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) = −𝑐𝜌
∞
�
𝑛=1

𝜆𝑛𝑎𝑛 (𝑡) 𝜙𝑛 (𝑥) +
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝜙𝑛 (𝑥)

∞
�
𝑛=1

𝑐𝜌𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) + 𝑐𝜌𝜆𝑛𝑎𝑛 (𝑡) 𝜙𝑛 (𝑥) =
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝜙𝑛 (𝑥)

∞
�
𝑛=1

(𝑎′𝑛 (𝑡) + 𝜆𝑛𝑎𝑛 (𝑡)) 𝑐𝜌𝜙𝑛 (𝑥) =
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝜙𝑛 (𝑥)

By orthogonality, (weight is 𝑐𝜌) then from the above we obtain

𝑎′𝑛 (𝑡) + 𝜆𝑛𝑎𝑛 (𝑡) = 𝑓𝑛 (𝑡)

The solution to the above is

𝑎𝑛 (𝑡) = 𝑒−𝜆𝑛𝑡�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝜆𝑛𝑠𝑑𝑠 + 𝑐𝑒−𝜆𝑛𝑡

To find constant of integration 𝑐 in the above, we use initial conditions. At 𝑡 = 0

𝑐 = 𝑎𝑛 (0)

Hence the solution becomes

𝑎𝑛 (𝑡) = 𝑒−𝜆𝑛𝑡�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝜆𝑛𝑠𝑑𝑠 + 𝑎𝑛 (0) 𝑒−𝜆𝑛𝑡

= 𝑒−𝜆𝑛𝑡 �𝑎𝑛 (0) +�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝜆𝑛𝑠𝑑𝑠�

To find 𝑎𝑛 (0), from (3), putting 𝑡 = 0 gives

𝑔 (𝑥) =
∞
�
𝑛=1

𝑎𝑛 (0) 𝜙𝑛 (𝑥)

Applying orthogonality

�
𝐿

0
𝑔 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥 = 𝑎𝑛 (0)�

𝐿

0
𝜙2
𝑛 (𝑥) 𝑐𝜌𝑑𝑥

𝑎𝑛 (0) =
∫𝐿

0
𝑔 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑐𝜌𝑑𝑥

And finally, to find 𝑓𝑛 (𝑡), which is the generalized Fourier coe�cient of the expansion of
the source in (5) above, we also use orthogonality

�
𝐿

0
𝑓 (𝑥, 𝑡) 𝜙𝑛 (𝑥) 𝑑𝑥 = 𝑓𝑛 (𝑡)�

𝐿

0
𝜙2
𝑛 (𝑥) 𝑐𝜌𝑑𝑥

𝑓𝑛 (𝑡) =
∫𝐿

0
𝑓 (𝑥, 𝑡) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑐𝜌𝑑𝑥

Summary of solution

The solution to 𝑐𝜌𝜕𝑢
𝜕𝑡 =

𝜕
𝜕𝑥
�𝐾0

𝜕𝑢
𝜕𝑥
� + 𝑞𝑢 + 𝑓 (𝑥, 𝑡) is given by

𝑢 (𝑥, 𝑡) =
∞
�
𝑛=1

𝑎𝑛 (𝑡) 𝜙𝑛 (𝑥)

Where 𝑎𝑛 (𝑡) is the solution to

𝑎′𝑛 (𝑡) + 𝜆𝑛𝑎𝑛 (𝑡) = 𝑓𝑛 (𝑡)

Given by

𝑎𝑛 (𝑡) = 𝑒−𝜆𝑛𝑐𝜌𝑡 �𝑎𝑛 (0) +�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝜆𝑛𝑐𝜌𝑠𝑑𝑠�
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Where

𝑓𝑛 (𝑡) =
∫𝐿

0
𝑓 (𝑥, 𝑡) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑐𝜌𝑑𝑥

And

𝑎𝑛 (0) =
∫𝐿

0
𝑔 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑐𝜌𝑑𝑥

1.5 Problem 8.3.5

8.4. Eigenfunction Expansion Using Green's Formula 359

where c, p, KO, and q are functions of x only, subject to the conditions

u(0, t) = 0, u(L, t) = 0, and u(x, 0) = g(x).

Assume that the eigenfunctions are known. [Hint: let L d: (KoA) +q]

8.3.4. Consider
11

8t a(x) a f Ko(x)YX-J (Ko > O,o > 0)

with the boundary conditions
Land

initial conditions:

u(x, 0) = g(x), u(0, t) = A, and u(L, t) = B.

*(a) Find a time-independent solution, uo(x).
(b) Show that limi_.,.. u(x, t) = f (x) independent of the initial conditions.

[Show that f (x) = uo(x).]

*8.3.5. Solve
8u =kV2u+f(r,t)
8t

inside the circle (r < a) with u = 0 at r = a and initially u = 0.

8.3.6. Solve
8u _ 8zu

c?t 8x2
+ sin 5x a-ze

subject to u(0, t) = 1, u(7r, t) = 0, and u(x, 0) = 0.

*8.3.7. Solve 8u02u
8t

_
8x2

subject to u(0, t) = 0, u(L, t) = t, and u(x, 0) = 0.

8.4 Method of Eigenfunction Expansion
Using Green's Formula
(With or Without Homogeneous Boundary
Conditions)

In this section we reinvestigate problems that may have nonhomogeneous boundary
conditions. We still use the method of eigenfunction expansion. For example,
consider

z
PDE:

at kaxz + Q(x, t) (8.4.1)

Since this problem has homogeneous B.C. but has time dependent source (i.e. non-
homogenous in the PDE itself), then we will use the method of eigenfunction expansion.
In this method, we first find the eigenfunctions 𝜙𝑛 (𝑥) of the associated homogenous PDE
without the source being present. Then use these 𝜙𝑛 (𝑥) to expand the source 𝑓 (𝑥, 𝑡) as
generalized Fourier series. We now switch to the associated homogenous PDE in order to
find the eigenfunctions. 𝑢 ≡ 𝑢 (𝑟, 𝑡). There is no 𝜃. Hence

𝜕𝑢 (𝑟, 𝑡)
𝜕𝑡

= 𝑘 �
𝜕2𝑢
𝜕𝑟2

+
1
𝑟
𝜕𝑢
𝜕𝑟 �

(1)

𝑢 (𝑎, 𝑡) = 0
|𝑢 (0, 𝑡)| < ∞
𝑢 (𝑟, 0) = 0

We need to solve the above in order to find the eigenfunctions 𝜙𝑛 (𝑟). Let 𝑢 = 𝑅 (𝑟) 𝑇 (𝑡).
Substituting this back into (1) gives

𝑇′𝑅 = 𝑘 �𝑅′′𝑇 +
1
𝑟
𝑅′𝑇�

Dividing by 𝑅𝑇
1
𝑘
𝑇′

𝑇
=
𝑅′′

𝑅
+
1
𝑟
𝑅′

𝑅
Let separation constant be −𝜆. We obtain

𝑇′ + 𝑘𝜆𝑇 = 0

And
𝑅′′

𝑅
+
1
𝑟
𝑅′

𝑅
= −𝜆

𝑅′′ +
1
𝑟
𝑅′ = −𝜆𝑅

𝑟𝑅′′ + 𝑅′ + 𝜆𝑟𝑅 = 0

This is a singular Sturm-Liouville ODE. Standard form is

(𝑟𝑅′)′ = −𝜆𝑟𝑅

Hence

𝑝 = 𝑟
𝑞 = 0
𝜎 = 𝑟

We solved 𝑅′′ + 1
𝑟𝑅

′ + 𝜆𝑅 = 0 before. The solution is

𝑅𝑛 (𝑟) = 𝐽0 ��𝜆𝑛𝑟�
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Where √𝜆𝑛 is found by solving 𝐽0 �√𝜆𝑛𝑎� = 0. Now that we know what the eigenfunctions
are, then we write

𝑢 (𝑟, 𝑡) =
∞
�
𝑛=1

𝑎𝑛 (𝑡) 𝐽0 ��𝜆𝑛𝑟� (2)

Where 𝑎𝑛 (𝑡) is function of time since it includes the time solution in it. Now we use the
above in the original PDE with the source in it

𝜕𝑢 (𝑟, 𝑡)
𝜕𝑡

= 𝑘∇ 2𝑢 + 𝑓 (𝑟, 𝑡) (3)

Where ∇ 2𝑢 = −𝜆𝑢. Substituting (2) into (3), and using 𝑓 (𝑟, 𝑡) = ∑∞
𝑛=1 𝑓𝑛 (𝑡) 𝐽0 �√𝜆𝑛𝑟� gives

∞
�
𝑛=1

𝑎′𝑛 (𝑡) 𝐽0 ��𝜆𝑛𝑟� = −𝑘
∞
�
𝑛=1

𝜆𝑛𝑎𝑛 (𝑡) 𝐽0 ��𝜆𝑛𝑟� +
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝐽0 ��𝜆𝑛𝑟�

∞
�
𝑛=1

(𝑎′𝑛 (𝑡) + 𝑘𝜆𝑛𝑎𝑛 (𝑡)) 𝐽0 ��𝜆𝑛𝑟� =
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝐽0 ��𝜆𝑛𝑟�

Applying orthogonality, the above simplifies to

𝑎′𝑛 (𝑡) + 𝑘𝜆𝑛𝑎𝑛 (𝑡) = 𝑓𝑛 (𝑡)

The solution is

𝑎𝑛 (𝑡) = 𝑒−𝑘𝜆𝑛𝑡�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝑘𝜆𝑛𝑠𝑑𝑠 + 𝑐𝑒−𝑘𝜆𝑛𝑡

To find constant of integration 𝑐 in the above, we use initial conditions. At 𝑡 = 0

𝑐 = 𝑎𝑛 (0)

Hence the solution becomes

𝑎𝑛 (𝑡) = 𝑒−𝑘𝜆𝑛𝑡�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝑘𝜆𝑛𝑠𝑑𝑠 + 𝑎𝑛 (0) 𝑒−𝑘𝜆𝑛𝑡

= 𝑒−𝑘𝜆𝑛𝑡 �𝑎𝑛 (0) +�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝑘𝜆𝑛𝑠𝑑𝑠�

To find 𝑎𝑛 (0), from (2), putting 𝑡 = 0 gives

0 =
∞
�
𝑛=1

𝑎𝑛 (0) 𝐽0 ��𝜆𝑛𝑟�

Hence 𝑎𝑛 (0) = 0. Therefore 𝑎𝑛 (𝑡) becomes.

𝑎𝑛 (𝑡) = 𝑒−𝑘𝜆𝑛𝑡�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝑘𝜆𝑛𝑠𝑑𝑠

And finally, to find 𝑓𝑛 (𝑡), which is the generalized Fourier coe�cient of the expansion of
the source in (3) above, we also use orthogonality

�
𝑎

0
𝑓 (𝑟, 𝑡) 𝐽0 ��𝜆𝑛𝑟� 𝑟𝑑𝑟 = 𝑓𝑛 (𝑡)�

𝑎

0
𝐽20 ��𝜆𝑛𝑟� 𝑟𝑑𝑟

𝑓𝑛 (𝑡) =
∫𝑎

0
𝑓 (𝑟, 𝑡) 𝐽0 �√𝜆𝑛𝑟� 𝑟𝑑𝑟

∫𝑎

0
𝐽20 �√𝜆𝑛𝑟� 𝑟𝑑𝑟

Summary of solution

The solution to 𝜕𝑢(𝑟,𝑡)
𝜕𝑡 = 𝑘 �𝜕

2𝑢
𝜕𝑟2 +

1
𝑟
𝜕𝑢
𝜕𝑟
� + 𝑓 (𝑟, 𝑡) is given by

𝑢 (𝑟, 𝑡) =
∞
�
𝑛=1

𝑎𝑛 (𝑡) 𝐽0 ��𝜆𝑛𝑟�

Where 𝑎𝑛 (𝑡) is the solution to

𝑎′𝑛 (𝑡) + 𝑘𝜆𝑛𝑎𝑛 (𝑡) = 𝑓𝑛 (𝑡)

Given by

𝑎𝑛 (𝑡) = 𝑒−𝑘𝜆𝑛𝑡�
𝑡

0
𝑓𝑛 (𝑠) 𝑒𝑘𝜆𝑛𝑠𝑑𝑠
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Where

𝑓𝑛 (𝑡) =
∫𝑎

0
𝑓 (𝑟, 𝑡) 𝐽0 �√𝜆𝑛𝑟� 𝑟𝑑𝑟

∫𝑎

0
𝐽20 �√𝜆𝑛𝑟� 𝑟𝑑𝑟

1.6 Problem 8.3.6

8.4. Eigenfunction Expansion Using Green's Formula 359

where c, p, KO, and q are functions of x only, subject to the conditions

u(0, t) = 0, u(L, t) = 0, and u(x, 0) = g(x).

Assume that the eigenfunctions are known. [Hint: let L d: (KoA) +q]

8.3.4. Consider
11

8t a(x) a f Ko(x)YX-J (Ko > O,o > 0)

with the boundary conditions
Land

initial conditions:

u(x, 0) = g(x), u(0, t) = A, and u(L, t) = B.

*(a) Find a time-independent solution, uo(x).
(b) Show that limi_.,.. u(x, t) = f (x) independent of the initial conditions.

[Show that f (x) = uo(x).]

*8.3.5. Solve
8u =kV2u+f(r,t)
8t

inside the circle (r < a) with u = 0 at r = a and initially u = 0.

8.3.6. Solve
8u _ 8zu

c?t 8x2
+ sin 5x a-ze

subject to u(0, t) = 1, u(7r, t) = 0, and u(x, 0) = 0.

*8.3.7. Solve 8u02u
8t

_
8x2

subject to u(0, t) = 0, u(L, t) = t, and u(x, 0) = 0.

8.4 Method of Eigenfunction Expansion
Using Green's Formula
(With or Without Homogeneous Boundary
Conditions)

In this section we reinvestigate problems that may have nonhomogeneous boundary
conditions. We still use the method of eigenfunction expansion. For example,
consider

z
PDE:

at kaxz + Q(x, t) (8.4.1)

This problem has nonhomogeneous B.C. and non-homogenous in the PDE itself (source
present). First step is to use reference function to remove the nonhomogeneous B.C. then
use the method of eigenfunction expansion on the resulting problem.

Let

𝑟 (𝑥) = 𝑐1𝑥 + 𝑐2
At 𝑥 = 0, 𝑟 (𝑥) = 1, hence 1 = 𝑐2 and at 𝑥 = 𝜋, 𝑟 (𝑥) = 0, hence 0 = 𝑐1𝜋 + 1 or 𝑐1 = −

1
𝜋 , hence

𝑟 (𝑥) = 1 −
𝑥
𝜋

Therefore

𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑟 (𝑥)

Where 𝑣 (𝑥, 𝑡) solution for the given PDE but with homogeneous B.C., therefore

𝜕𝑣 (𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥2

+ 𝑒−2𝑡 sin 5𝑥 (1)

𝑣 (0, 𝑡) = 0
𝑣 (𝜋, 𝑡) = 0

𝑣 (𝑥, 0) = 𝑢 (𝑥, 0) − 𝑟 (𝑥) = 0 − �1 −
𝑥
𝜋
� =

𝑥
𝜋
− 1

We now solve (1). This is homogeneous in the PDE itself. To solve, we first solve the
nonhomogeneous PDE in order to find the eigenfunctions. Hence we need to solve

𝜕𝑣 (𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑣 (𝑥, 𝑡)
𝜕𝑥2

This has solution

𝑣 (𝑥, 𝑡) =
∞
�
𝑛=1

𝑎𝑛 (𝑡) 𝜙𝑛 (𝑥) (2)

With

𝜙𝑛 (𝑥) = sin ��𝜆𝑛𝑥� 𝑛 = 1, 2, 3⋯
𝜆𝑛 = 𝑛2 𝑛 = 1, 2, 3⋯

Plug-in (2) back into (1) gives
∞
�
𝑛=1

𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) =
∞
�
𝑛=1

𝑎𝑛 (𝑡) 𝜙𝑛 (𝑥) + 𝑒−2𝑡 sin 5𝑥

=
∞
�
𝑛=1

𝑎𝑛 (𝑡)
𝜕2

𝜕𝑥2
𝜙𝑛 (𝑥) + 𝑒−2𝑡 sin 5𝑥

But 𝜕2

𝜕𝑥2𝜙𝑛 (𝑥) = −𝜆𝑛𝜙𝑛 = −𝑛𝜙𝑛, hence the above becomes
∞
�
𝑛=1

𝑎′𝑛 (𝑡) 𝜙𝑛 (𝑥) + 𝑛2𝑎𝑛 (𝑡) 𝜙𝑛 (𝑥) = 𝑒−2𝑡 sin 5𝑥
∞
�
𝑛=1

�𝑎′𝑛 (𝑡) + 𝑛2𝑎𝑛 (𝑡)� sin (𝑛𝑥) = 𝑒−2𝑡 sin 5𝑥
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Therefore, since Fourier series expansion is unique, we can compare coe�cients and obtain

𝑎′𝑛 (𝑡) + 𝑛2𝑎𝑛 (𝑡) =

⎧⎪⎪⎨
⎪⎪⎩
𝑒−2𝑡 𝑛 = 5
0 𝑛 ≠ 5

For the case 𝑛 = 5

𝑎′5 (𝑡) + 25𝑎5 (𝑡) = 𝑒−2𝑡

𝑑
𝑑𝑡
�𝑎5 (𝑡) 𝑒25𝑡� = 𝑒23𝑡

𝑎5 (𝑡) 𝑒25𝑡 = �𝑒23𝑡𝑑𝑡 + 𝑐

=
𝑒23𝑡

23
+ 𝑐

Hence

𝑎5 (𝑡) =
𝑒−2𝑡

23
+ 𝑐𝑒−25𝑡

At 𝑡 = 0, 𝑎5 (0) =
1
23 + 𝑐, hence

𝑐 = 𝑎5 (0) −
1
23

And the solution becomes

𝑎5 (𝑡) =
1
23
𝑒−2𝑡 + �𝑎5 (0) −

1
23�

𝑒−25𝑡

For the case 𝑛 ≠ 5

𝑎′𝑛 (𝑡) + 𝑛2𝑎𝑛 (𝑡) = 0
𝑑
𝑑𝑡
�𝑎𝑛 (𝑡) 𝑒𝑛

2𝑡� = 0

𝑎𝑛 (𝑡) 𝑒𝑛
2𝑡 = 𝑐

𝑎𝑛 (𝑡) = 𝑐𝑒−𝑛
2𝑡

At 𝑡 = 0, 𝑎𝑛 (0) = 𝑐, hence

𝑎𝑛 (𝑡) = 𝑎𝑛 (0) 𝑒−𝑛𝑡

Therefore

𝑎𝑛 (𝑡) =

⎧⎪⎪⎨
⎪⎪⎩

1
23𝑒

−2𝑡 + �𝑎5 (0) −
1
23
� 𝑒−25𝑡 𝑛 = 5

𝑎𝑛 (0) 𝑒−𝑛
2𝑡 𝑛 ≠ 5

To find 𝑎𝑛 (0) we use orthogonality. Since 𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑟 (𝑥), then

𝑢 (𝑥, 𝑡) = �
∞
�
𝑛=1

𝑎𝑛 (𝑡) sin (𝑛𝑥)� + �1 −
𝑥
𝜋
�

And at 𝑡 = 0 the above becomes

0 = �
∞
�
𝑛=1

𝑎𝑛 (0) sin (𝑛𝑥)� + �1 −
𝑥
𝜋
�

Or
𝑥
𝜋
− 1 =

∞
�
𝑛=1

𝑎𝑛 (0) sin (𝑛𝑥)

Applying orthogonality

�
𝜋

0
�
𝑥
𝜋
− 1� sin (𝑛′𝑥) 𝑑𝑥 = 𝑎𝑛′ (0)�

𝜋

0
sin2 (𝑛′𝑥) 𝑑𝑥
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Therefore

𝑎𝑛 (0) =
∫𝜋

0
� 𝑥
𝜋 − 1� sin (𝑛𝑥) 𝑑𝑥

𝜋
2

=
2
𝜋 �

𝜋

0
�
𝑥
𝜋
− 1� sin (𝑛𝑥) 𝑑𝑥

=
2
𝜋 �
−�

𝜋

0
sin (𝑛𝑥) 𝑑𝑥 + 1

𝜋 �
𝜋

0
𝑥 sin (𝑛𝑥) 𝑑𝑥�

=
2
𝜋

⎡
⎢⎢⎢⎢⎣− �

− cos (𝑛𝑥)
𝑛 �

𝜋

0
+
1
𝜋 �

sin (𝑛𝑥)
𝑛2

−
𝑥 cos (𝑛𝑥)

𝑛 �
𝜋

0

⎤
⎥⎥⎥⎥⎦

=
2
𝜋 ��

cos (𝑛𝜋)
𝑛

−
1
𝑛�
+
1
𝜋 ��

sin (𝑛𝜋)
𝑛2

−
𝜋 cos (𝑛𝜋)

𝑛 � − �
sin (0)
𝑛2

−
0 cos (0)

𝑛 ���

=
2
𝜋 ��

−1𝑛

𝑛
−
1
𝑛�
+
1
𝜋 �

0 −
𝜋 (−1)𝑛

𝑛 ��

=
2
𝜋 �

(−1)𝑛

𝑛
−
1
𝑛
−
(−1)𝑛

𝑛 �

=
−2
𝑛𝜋

Therefore 𝑎5 (0) =
−2
5𝜋 . Hence

𝑎𝑛 (𝑡) =

⎧⎪⎪⎨
⎪⎪⎩

1
23𝑒

−2𝑡 + �−25𝜋 −
1
23
� 𝑒−25𝑡 𝑛 = 5

−2
𝑛𝜋𝑒

−𝑛2𝑡 𝑛 ≠ 5

Where

𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑟 (𝑥)

= �
∞
�
𝑛=1

𝑎𝑛 (𝑡) sin (𝑛𝑥)� + �1 −
𝑥
𝜋
�

1.7 Problem 8.4.1 (b)

8.4. Eigenfunction Expansion Using Green's Formula 363

even if the boundary conditions are homogeneous. In fact, it is this derivation that
justifies the differentiation of infinite series of eigenfunctions used in Sec. 8.3.

We now have two procedures to solve nonhomogeneous partial differential equa-
tions with nonhomogeneous boundary conditions. By subtracting any function that
just solves the nonhomogeneous boundary conditions, we can solve a related problem
with homogeneous boundary conditions by the eigenfunction expansion method. Al-
ternatively, we can solve directly the original problem with nonhomogeneous bound-
ary conditions by the method of eigenfunction expansions. In both cases we need
the eigenfunction expansion of some function w(x, t):

00

w(x, t) = E a,, (t)0n(x)
n=1

If w(x, t) satisfies the same homogeneous boundary conditions as 0n(x), then we
claim that this series will converge reasonably fast. However, if w(x, t) satisfies
nonhomogeneous boundary conditions, then not only will the series not satisfy the
boundary conditions (at x = 0 and x = L), but the series will converge more slowly
everywhere. Thus, the advantage of reducing a problem to homogeneous boundary
conditions is that the corresponding series converges fasts r.

EXERCISES 8.4

8.4.1. In these exercises, do not make a reduction to homogeneous boundary con-
ditions. Solve the initial value problem for the heat equation with time-
dependent sources

au
= ka 22 +Q(x,t)

u(x,0) = f(x)
subject to the following boundary conditions:

(a) u(0,t) = A(t),

* (b) (0, t) = A(t),
TX_ YX_

(L, t) = B(t)

8.4.2. Use the method of cigenfunction expansions to solve, without reducing to
homogeneous boundary conditions:

8u 82u_
k 8x2at

u(x,0) = f(x)
u (O, t) _

B
A }constants.

( )

8.4.3. Consider

[Ko(x)
l

c(x)P(x) at = ax
1

+ 9(x)u + f (x, t)

Let

𝑢 (𝑥, 𝑡) ∼
∞
�
𝑛=0

𝑏𝑛 (𝑡) 𝜙𝑛 (𝑥) (1)

Where in this problem 𝜙𝑛 (𝑥) are the eigenfunctions of the corresponding homogenous PDE,
which due to having both sides insulated, we know they are given by 𝜙𝑛 (𝑥) = cos �𝑛𝜋𝐿 𝑥�

where now 𝑛 = 0, 1, 2,⋯ and 𝜆𝑛 = �
𝑛𝜋
𝐿
�
2
. That is why the sum above starts from zero and not

one. We now substitute (1) back into the given PDE, but remember not to do term-by-term
di�erentiation on the spatial terms.

∞
�
𝑛=0

𝑏′𝑛 (𝑡) 𝜙𝑛 (𝑥) = 𝑘
𝜕2𝑥
𝜕𝑢2

+ 𝑄 (𝑥, 𝑡)
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But 𝑄 (𝑥, 𝑡) ∼ ∑∞
𝑖=0 𝑞𝑛 (𝑡) 𝜙𝑛 (𝑥) so the above becomes

∞
�
𝑛=0

𝑏′𝑛 (𝑡) 𝜙𝑛 (𝑥) = 𝑘
𝜕2𝑢
𝜕𝑥2

+
∞
�
𝑛=0

𝑞𝑛 (𝑡) 𝜙𝑛 (𝑥)

Multiplying both sides by 𝜙𝑚 (𝑥) and integrating

�
𝐿

0

∞
�
𝑛=0

𝑏′𝑛 (𝑡) 𝜙𝑛 (𝑥) 𝜙𝑚 (𝑥) 𝑑𝑥 = �
𝐿

0
𝑘
𝜕2𝑢
𝜕𝑥2

𝜙𝑚 (𝑥) 𝑑𝑥 +�
𝐿

0

∞
�
𝑛=0

𝑞𝑛 (𝑡) 𝜙𝑛 (𝑥) 𝜙𝑚 (𝑥) 𝑑𝑥

Applying orthogonality

𝑏′𝑛 (𝑡)�
𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥 = �

𝐿

0
𝑘
𝜕2𝑢
𝜕𝑥2

𝜙𝑛 (𝑥) 𝑑𝑥 + 𝑞𝑛 (𝑡)�
𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

Dividing both sides by ∫
𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥 gives

𝑏′𝑛 (𝑡) =
𝑘∫

𝐿

0
𝜕2𝑢
𝜕𝑥2𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

+ 𝑞𝑛 (𝑡) (1A)

We now use Green’s formula to simplify ∫
𝐿

0
𝜕2𝑢
𝜕𝑥2𝜙𝑛 (𝑥) 𝑑𝑥. We rewrite 𝜕2𝑢

𝜕𝑥2 ≡ 𝐿 [𝑢] and let
𝜙𝑛 (𝑥) ≡ 𝑣, then

�
𝐿

0

𝜕2𝑢
𝜕𝑥2

𝜙𝑛 (𝑥) 𝑑𝑥 = �
𝐿

0
𝑣𝐿 [𝑢] 𝑑𝑥

But we know from Green’s formula that

�
𝐿

0
(𝑣𝐿 [𝑢] − 𝑢𝐿 [𝑣]) 𝑑𝑥 = 𝑝 �𝑣

𝑑𝑢
𝑑𝑥

− 𝑢
𝑑𝑣
𝑑𝑥�

𝐿

0

In this problem 𝑝 = 1, so we solve for ∫
𝐿

0
𝑣𝐿 [𝑢] 𝑑𝑥 (which is really all what we want) from

the above and obtain

�
𝐿

0
𝑣𝐿 [𝑢] 𝑑𝑥 −�

𝐿

0
𝑢𝐿 [𝑣] 𝑑𝑥 = �𝑣

𝑑𝑢
𝑑𝑥

− 𝑢
𝑑𝑣
𝑑𝑥�

𝐿

0

�
𝐿

0
𝑣𝐿 [𝑢] 𝑑𝑥 = �𝑣

𝑑𝑢
𝑑𝑥

− 𝑢
𝑑𝑣
𝑑𝑥�

𝐿

0
+�

𝐿

0
𝑢𝐿 [𝑣] 𝑑𝑥

Since we said 𝜙𝑛 (𝑥) ≡ 𝑣 , then we replace these back into the above to make it more explicit

�
𝐿

0

𝜕2𝑢
𝜕𝑥2

𝜙𝑛 (𝑥) 𝑑𝑥 = �𝜙𝑛 (𝑥)
𝑑𝑢
𝑑𝑥

− 𝑢
𝑑𝜙𝑛 (𝑥)
𝑑𝑥 �

𝐿

0
+�

𝐿

0
𝑢𝐿 �𝜙𝑛 (𝑥)� 𝑑𝑥

But 𝐿 �𝜙𝑛 (𝑥)� = −𝜆𝑛𝜙𝑛 (𝑥) and above becomes

�
𝐿

0

𝜕2𝑢
𝜕𝑥2

𝜙𝑛 (𝑥) 𝑑𝑥 = �𝜙𝑛 (𝑥)
𝑑𝑢
𝑑𝑥

− 𝑢
𝑑𝜙𝑛 (𝑥)
𝑑𝑥 �

𝐿

0
− 𝜆𝑛�

𝐿

0
𝑢𝜙𝑛 (𝑥) 𝑑𝑥 (2)

We are now ready to substitute boundary conditions. In this problem we know that
𝑑𝑢
𝑑𝑥
(𝐿, 𝑡) = 𝐵 (𝑡)

𝑑𝜙𝑛 (𝐿, 𝑡)
𝑑𝑥

=
𝑑
𝑑𝑥

cos �𝑛𝜋
𝐿
𝑥�

𝑥=𝐿
= −

𝑛𝜋
𝐿

sin �𝑛𝜋
𝐿
𝑥�

𝑥=𝐿
= 0

𝜙𝑛 (𝐿, 𝑡) = cos �𝑛𝜋
𝐿
𝑥�

𝑥=𝐿
= cos (𝑛𝜋) = (−1)𝑛

𝑑𝜙𝑛 (0, 𝑡)
𝑑𝑥

=
𝑑
𝑑𝑥

cos �𝑛𝜋
𝐿
𝑥�

𝑥=0
= 0

𝜙𝑛 (0, 𝑡) = cos �𝑛𝜋
𝐿
𝑥�

𝑥=0
= 1

𝑑𝑢
𝑑𝑥
(0, 𝑡) = 𝐴 (𝑡)
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Now we have all the information to evaluate (2)

�
𝐿

0

𝜕2𝑢
𝜕𝑥2

𝜙𝑛 (𝑥) 𝑑𝑥 = �𝜙𝑛 (𝐿)
𝑑𝑢
𝑑𝑥
(𝐿) − 𝑢 (𝐿)

𝑑𝜙𝑛 (𝐿)
𝑑𝑥 � − �𝜙𝑛 (0)

𝑑𝑢
𝑑𝑥
(0) − 𝑢 (0)

𝑑𝜙𝑛 (0)
𝑑𝑥 �

− 𝜆𝑛�
𝐿

0
𝑢𝜙𝑛 (𝑥) 𝑑𝑥

Which becomes

�
𝐿

0

𝜕2𝑢
𝜕𝑥2

𝜙𝑛 (𝑥) 𝑑𝑥 = �(−1)
𝑛 𝐵 (𝑡) − 0� − (𝐴 (𝑡) − 0) − 𝜆𝑛�

𝐿

0
𝑢𝜙𝑛 (𝑥) 𝑑𝑥

= (−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡) − 𝜆𝑛�
𝐿

0
𝑢𝜙𝑛 (𝑥) 𝑑𝑥 (3)

Now we need to sort out the ∫
𝐿

0
𝑢𝜙𝑛 (𝑥) 𝑑𝑥 term above, since 𝑢 (𝑥, 𝑡) is unknown, so we can’t

leave the above as is. But we know from 𝑢 (𝑥, 𝑡) ∼ ∑∞
𝑛=0 𝑏𝑛 (𝑡) 𝜙𝑛 (𝑥) that 𝑏𝑛 (𝑡) =

∫𝐿
0

𝑢𝜙𝑛(𝑥)𝑑𝑥

∫𝐿
0

𝜙2𝑛(𝑥)𝑑𝑥
by

orthogonality. Hence ∫
𝐿

0
𝑢𝜙𝑛 (𝑥) 𝑑𝑥 = 𝑏𝑛 (𝑡) ∫

𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥. Using this in (3), we finally found

the result for ∫
𝐿

0
𝜕2𝑢
𝜕𝑥2𝜙𝑛 (𝑥) 𝑑𝑥

�
𝐿

0

𝜕2𝑢
𝜕𝑥2

𝜙𝑛 (𝑥) 𝑑𝑥 = (−1)
𝑛 𝐵 (𝑡) − 𝐴 (𝑡) − 𝜆𝑛𝑏𝑛 (𝑡)�

𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

But ∫
𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥 = ∫

𝐿

0
cos2 �𝑛𝜋𝐿 𝑥� 𝑑𝑥 =

𝐿
2 hence

�
𝐿

0

𝜕2𝑢
𝜕𝑥2

𝜙𝑛 (𝑥) 𝑑𝑥 = (−1)
𝑛 𝐵 (𝑡) − 𝐴 (𝑡) − 𝜆𝑛𝑏𝑛 (𝑡)

𝐿
2

(4)

Substituting the above in (1A) gives

𝑏′𝑛 (𝑡) =
𝑘 �(−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡) − 𝜆𝑛𝑏𝑛 (𝑡)

𝐿
2
�

𝐿
2

+ 𝑞𝑛 (𝑡)

𝑏′𝑛 (𝑡) =
2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡) − 𝜆𝑛𝑏𝑛 (𝑡)

𝐿
2�
+ 𝑞𝑛 (𝑡)

=
2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡)� − 𝑘𝜆𝑛𝑏𝑛 (𝑡) + 𝑞𝑛 (𝑡)

Or

𝑏′𝑛 (𝑡) + 𝑘𝜆𝑛𝑏𝑛 (𝑡) = 𝑞𝑛 (𝑡) +
2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡)�

Now that we found the di�erential equation for 𝑏𝑛 (𝑡) we solve it. The integrating factor is
𝜇 = 𝑒𝑘𝜆𝑛𝑡, hence the solution is

𝑑
𝑑𝑡
�𝜇𝑏𝑛 (𝑡)� = 𝜇𝑞𝑛 (𝑡) + 𝜇

2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡)�

Integrating

𝜇𝑏𝑛 (𝑡) = �𝜇𝑞𝑛 (𝑡) 𝑑𝑡 +�𝜇
2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡)� 𝑑𝑡 + 𝑐

Or

𝑏𝑛 (𝑡) = 𝑒−𝑘𝜆𝑛𝑡�𝑒𝑘𝜆𝑛𝑡𝑞𝑛 (𝑡) 𝑑𝑡 +�𝑒𝑘𝜆𝑛𝑡
2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡)� 𝑑𝑡 + 𝑐𝑒−𝑘𝜆𝑛𝑡

The constant of integration 𝑐 is 𝑏𝑛 (0), therefore

𝑏𝑛 (𝑡) = 𝑒−𝑘𝜆𝑛𝑡�𝑒𝑘𝜆𝑛𝑡𝑞𝑛 (𝑡) 𝑑𝑡 +�𝑒𝑘𝜆𝑛𝑡
2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑡) − 𝐴 (𝑡)� 𝑑𝑡 + 𝑏𝑛 (0) 𝑒−𝑘𝜆𝑛𝑡

The above could also be written as

𝑏𝑛 (𝑡) = 𝑒−𝑘𝜆𝑛𝑡�
𝑡

0
𝑒𝑘𝜆𝑛𝑠𝑞𝑛 (𝑠) 𝑑𝑠 +�

𝑡

0
𝑒𝑘𝜆𝑛𝑠

2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑠) − 𝐴 (𝑠)� 𝑑𝑠 + 𝑏𝑛 (0) 𝑒−𝑘𝜆𝑛𝑡

Now that we found 𝑏𝑛 (𝑡), the last step is to determine 𝑏𝑛 (0) . This is done from initial
conditions

𝑢 (𝑥, 0) ∼
∞
�
𝑛=0

𝑏𝑛 (0) 𝜙𝑛 (𝑥)
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By orthogonality

𝑏𝑛 (0) =
∫𝐿

0
𝑓 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

=
2
𝐿 �

𝐿

0
𝑓 (𝑥) cos �𝑛𝜋

𝐿
𝑥� 𝑑𝑥

This complete the solution. Summary of result

The solution is

𝑢 (𝑥, 𝑡) ∼
∞
�
𝑛=0

𝑏𝑛 (𝑡) 𝜙𝑛 (𝑥)

Where

𝑏𝑛 (𝑡) = 𝑒−𝑘𝜆𝑛𝑡�
𝑡

0
𝑒𝑘𝜆𝑛𝑠𝑞𝑛 (𝑠) 𝑑𝑠 +�

𝑡

0
𝑒𝑘𝜆𝑛𝑠

2
𝐿
𝑘 �(−1)𝑛 𝐵 (𝑠) − 𝐴 (𝑠)� 𝑑𝑠 + 𝑏𝑛 (0) 𝑒−𝑘𝜆𝑛𝑡

Where

𝑏𝑛 (0) =
2
𝐿 �

𝐿

0
𝑓 (𝑥) cos �𝑛𝜋

𝐿
𝑥� 𝑑𝑥

And

𝑞𝑛 (𝑡) =
2
𝐿 �

𝐿

0
𝑄 (𝑥, 𝑡) cos �𝑛𝜋

𝐿
𝑥� 𝑑𝑥

And

𝜆𝑛 = �
𝑛𝜋
𝐿
�
2

𝑛 = 0, 1, 2, 3,⋯

1.8 Problem 8.4.3
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even if the boundary conditions are homogeneous. In fact, it is this derivation that
justifies the differentiation of infinite series of eigenfunctions used in Sec. 8.3.

We now have two procedures to solve nonhomogeneous partial differential equa-
tions with nonhomogeneous boundary conditions. By subtracting any function that
just solves the nonhomogeneous boundary conditions, we can solve a related problem
with homogeneous boundary conditions by the eigenfunction expansion method. Al-
ternatively, we can solve directly the original problem with nonhomogeneous bound-
ary conditions by the method of eigenfunction expansions. In both cases we need
the eigenfunction expansion of some function w(x, t):

00

w(x, t) = E a,, (t)0n(x)
n=1

If w(x, t) satisfies the same homogeneous boundary conditions as 0n(x), then we
claim that this series will converge reasonably fast. However, if w(x, t) satisfies
nonhomogeneous boundary conditions, then not only will the series not satisfy the
boundary conditions (at x = 0 and x = L), but the series will converge more slowly
everywhere. Thus, the advantage of reducing a problem to homogeneous boundary
conditions is that the corresponding series converges fasts r.

EXERCISES 8.4

8.4.1. In these exercises, do not make a reduction to homogeneous boundary con-
ditions. Solve the initial value problem for the heat equation with time-
dependent sources

au
= ka 22 +Q(x,t)

u(x,0) = f(x)
subject to the following boundary conditions:

(a) u(0,t) = A(t),

* (b) (0, t) = A(t),
TX_ YX_

(L, t) = B(t)

8.4.2. Use the method of cigenfunction expansions to solve, without reducing to
homogeneous boundary conditions:

8u 82u_
k 8x2at

u(x,0) = f(x)
u (O, t) _

B
A }constants.

( )

8.4.3. Consider

[Ko(x)
l

c(x)P(x) at = ax
1

+ 9(x)u + f (x, t)
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u(x,0) = g(x) u(0, t) = a(t)

u(L, t) = ,Q(t).

Assume that the eigenfunctions 0,a(x) of the related homogeneous problem
are known.

(a) Solve without reducing to a problem with homogeneous boundary con-
ditions.

(b) Solve by first reducing to a problem with homogeneous boundary con-
ditions.

8.4.4. Reconsider
z

= kz + Q(x, t)
u(x,0) = f(x) u(O,t) = 0

u(L, t) = 0.

Assume that the solution u(x, t) has the appropriate smoothness, so that it
may be represented by a Fourier cosine series

u(x, t) _ cn(t) cos
nLx

.

n-0

Solve for dcn/dt. Show that c satisfies a first-order nonhomogeneous or-
dinary differential equation, but part of the nonhomogeneous term is not
known. Make a brief philosophical conclusion.

8.5 Forced Vibrating Membranes and Resonance
The method of eigenfunction expansion may also be applied to nonhomogeneous
partial differential equations with more than two independent variables. An in-
teresting example is a vibrating membrane of arbitrary shape. In our previous
analysis of membranes, vibrations were caused by the initial conditions. Another
mechanism that will put a membrane into motion is an external force. The linear
nonhomogeneous partial differential equation that describes a vibrating membrane
is

02u
c3tz

= c2Vzu + Q(x, y, t), (8.5.1)

where Q(x, y, t) represents a time- and spatially dependent external force. To be
completely general, there should be some boundary condition along the boundary
of the membrane. However, it is more usual for a vibrating membrane to be fixed
with zero vertical displacement. Thus, we will specify this homogeneous boundary
condition,

u = 0, (8.5.2)

1.8.1 Part (a)

From problem 8.3.3, we found the eigenfunctions 𝜙𝑛 (𝑥) from the Sturm-Liouville to have
weight

𝜎 = 𝑐𝜌

Let

𝑢 (𝑥, 𝑡) ∼
∞
�
𝑛=1

𝑏𝑛 (𝑡) 𝜙𝑛 (𝑥)

Substituting the above in the PDE gives

𝜎
∞
�
𝑖=1
𝑏′𝑛 (𝑡) 𝜙𝑛 (𝑥) = 𝐿 [𝑢] + 𝑓 (𝑥, 𝑡)
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Where 𝐿 = 𝜕
𝜕𝑥
�𝐾0

𝜕
𝜕𝑥
� + 𝑞. Following same procedure using Green’s formula on page 35, we

obtain

𝜎
𝑑𝑏𝑛 (𝑡)
𝑑𝑡

+ 𝑘𝜆𝑛𝑏𝑛 (𝑡) = 𝑓𝑛 (𝑡) +
𝑘√𝜆𝑛 �𝛼 (𝑡) − (−1)

𝑛 𝛽 (𝑡)�

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

(1)

Where

𝑓 (𝑥, 𝑡) =
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝜙𝑛 (𝑥)

𝑓𝑛 (𝑡) =
∫𝐿

0
𝑓 (𝑥, 𝑡) 𝜙𝑛 (𝑥) 𝜎𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

The solution to (1) is found using integrating factor.

𝑑𝑏𝑛 (𝑡)
𝑑𝑡

+ �
𝜆𝑛
𝜎 �

𝑏𝑛 (𝑡) =
1
𝜎
𝑓𝑛 (𝑡) +

𝑘
𝜎√𝜆𝑛 �𝛼 (𝑡) − (−1)

𝑛 𝛽 (𝑡)�

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

Hence 𝜇 = 𝑒
𝜆𝑛
𝑐𝜌 𝑡 and the solution becomes

𝑏𝑛 (𝑡) = 𝑒
−𝜆𝑛

𝜎 𝑡

⎛
⎜⎜⎜⎜⎜⎜⎝
1
𝜎 �

𝑒
𝜆𝑛
𝜎 𝑡𝑓𝑛 (𝑡) 𝑑𝑡 +

𝑘
𝜎√𝜆𝑛

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

�𝑒
𝜆𝑛
𝜎 𝑡 �𝛼 (𝑡) − (−1)𝑛 𝛽 (𝑡)� 𝑑𝑡

⎞
⎟⎟⎟⎟⎟⎟⎠ + 𝑐𝑒

−𝜆𝑛
𝜎 𝑡

Where 𝑐 is found from

𝑏𝑛 (0) = 𝑐

And 𝑏𝑛 (0) is found from initial conditions

𝑔 (𝑥) =
∞
�
𝑛=1

𝑏𝑛 (0) 𝜙𝑛 (𝑥)

𝑏𝑛 (0) =
∫𝐿

0
𝑔 (𝑥) 𝜙𝑛 (𝑥) 𝜎𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

This complete the solution. Summary

Solution is

𝑢 (𝑥, 𝑡) ∼
∞
�
𝑛=1

𝑏𝑛 (𝑡) 𝜙𝑛 (𝑥)

Where

𝑏𝑛 (𝑡) = 𝑒
−𝜆𝑛

𝜎 𝑡

⎛
⎜⎜⎜⎜⎜⎜⎝
1
𝜎 �

𝑒
𝜆𝑛
𝑐𝜌 𝑡𝑓𝑛 (𝑡) 𝑑𝑡 +

𝑘
𝜎√𝜆𝑛

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

�𝑒
𝜆𝑛
𝜎 𝑡 �𝛼 (𝑡) − (−1)𝑛 𝛽 (𝑡)� 𝑑𝑡

⎞
⎟⎟⎟⎟⎟⎟⎠ + 𝑏𝑛 (0) 𝑒

−𝜆𝑛
𝜎 𝑡

𝑏𝑛 (0) =
∫𝐿

0
𝑔 (𝑥) 𝜙𝑛 (𝑥) 𝜎𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

𝜎 = 𝑐𝜌

1.8.2 Part (b)

The first step is to obtain a reference function 𝑟 (𝑥, 𝑡) where 𝑢 (𝑥, 𝑡) = 𝑣 (𝑥, 𝑡) + 𝑟 (𝑥, 𝑡). The
reference function only needs to satisfy the nonhomogeneous B.C.

We see that

𝑟 (𝑥, 𝑡) = 𝛼 (𝑡) +
𝛽 (𝑡) − 𝛼 (𝑡)

𝐿
𝑥
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does the job. Now we solve the following PDE

𝑐𝜌
𝜕𝑣
𝜕𝑡

=
𝜕
𝜕𝑥 �

𝐾0
𝜕𝑣
𝜕𝑥�

+ 𝑞 (𝑥) 𝑣 + 𝑓 (𝑥, 𝑡)

𝑣 (0, 𝑡) = 0
𝑣 (𝜋, 𝑡) = 0

𝑣 (𝑥, 0) = 𝑔 (𝑥) − �𝛼 (0) +
𝛽 (0) − 𝛼 (0)

𝐿
𝑥�

Using Green’s formula, starting with

𝑣 (𝑥, 𝑡) =
∞
�
𝑖=1
𝑏𝑛 (𝑡) 𝜙𝑛 (𝑥)

Where we used = instead of ∼ above now, since both 𝑣 (𝑥, 𝑡) and 𝜙𝑛 (𝑥) satisfy the homoge-
nous B.C., and where 𝑏𝑛 (𝑡) satisfies the ODE

𝜎
𝑑𝑏𝑛 (𝑡)
𝑑𝑡

+ 𝜆𝑛𝑏𝑛 (𝑡) = 𝑓𝑛 (𝑡) (1)

Where 𝜎 = 𝑐𝜌 and

𝑓 (𝑥, 𝑡) =
∞
�
𝑛=1

𝑓𝑛 (𝑡) 𝜙𝑛 (𝑥)

𝑓𝑛 (𝑡) =
∫𝐿

0
𝑓 (𝑥, 𝑡) 𝜙𝑛 (𝑥) 𝜎𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

The solution to (1) is found using integrating factor 𝜇 = 𝑒
𝜆𝑛
𝜎 𝑡, hence

𝑏𝑛 (𝑡) = 𝑒
−𝜆𝑛

𝜎 𝑡 1
𝜎 �

𝑒
𝜆𝑛
𝜎 𝑡𝑓𝑛 (𝑡) 𝑑𝑡 + 𝑏𝑛 (0) 𝑒

−𝜆𝑛
𝜎 𝑡

And 𝑏𝑛 (0) is found from initial conditions 𝑣 (𝑥, 0)

𝑔 (𝑥) − �𝛼 (0) +
𝛽 (0) − 𝛼 (0)

𝐿
𝑥� =

∞
�
𝑖=1
𝑏𝑛 (0) 𝜙𝑛 (𝑥)

𝑏𝑛 (0) =
∫𝐿

0
𝑔 (𝑥) − �𝛼 (0) + 𝛽(0)−𝛼(0)

𝐿 𝑥�𝜙𝑛 (𝑥) 𝜎𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

This complete the solution. Summary

Solution is given by

𝑢 (𝑥, 𝑡) = �
∞
�
𝑖=1
𝑏𝑛 (𝑡) 𝜙𝑛 (𝑥)� + 𝑟 (𝑥, 𝑡)

= �
∞
�
𝑖=1
𝑏𝑛 (𝑡) 𝜙𝑛 (𝑥)� + 𝛼 (𝑡) +

𝛽 (𝑡) − 𝛼 (𝑡)
𝐿

𝑥

Where

𝑏𝑛 (𝑡) = 𝑒
−𝜆𝑛

𝜎 𝑡 1
𝜎 �

𝑒
𝜆𝑛
𝜎 𝑡𝑓𝑛 (𝑡) 𝑑𝑡 + 𝑏𝑛 (0) 𝑒

−𝜆𝑛
𝜎 𝑡

And

𝑏𝑛 (0) =
∫𝐿

0
𝑔 (𝑥) − �𝛼 (0) + 𝛽(0)−𝛼(0)

𝐿 𝑥�𝜙𝑛 (𝑥) 𝜎𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

And

𝑓𝑛 (𝑡) =
∫𝐿

0
𝑓 (𝑥, 𝑡) 𝜙𝑛 (𝑥) 𝜎𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝜎𝑑𝑥

Where 𝜎 = 𝑐𝜌
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1.9 Problem 8.5.2

8.5. Forced Vibrating Membranes and Resonance 371

is a particular solution of

ti 2dty
+ wov = f (t)

What is the general solution? What solution satisfies the initial conditions
y(O) = yo and g(0) = vo?

8.5.2. Consider a vibrating string with time-dependent forcing:

z z

atz = cz 8x2 + Q(x, t)
u(0, t) = 0 u(x, 0) = f(x)

u(L,t) = 0 5(x,0) = 0.

(a) Solve the initial value problem.
*(b) Solve the initial value problem if Q(x, t) = g(x) cos wt. For what values

of w does resonance occur?

8.5.3. Consider a vibrating string with friction with time-periodic forcing

02 2 2

0-t2 = c axz -pet + g(x) coswt

u(0, t) = 0 u(x, 0) = f(x)
u(L,t) = 0 gf(x,0) = 0.

(a) Solve this initial value problem if 3 is moderately small (0 < Q <
2cir/L).

(b) Compare this solution to Exercise 8.5.2(b).

8.5.4. Solve the initial value problem for a vibrating string with time-dependent
forcing.

z

at2 = cz 8xz + Q(x, t), u(x, 0) = f (x), St (x, 0) = 0,

subject to the following boundary conditions. Do not reduce to homoge-
neous boundary conditions:

(a) u(0, t) = A(t), u(L, t) = B(t)
(b) u(0, t) = 0, (L,t) = 0

(c) P; (0, t) = A(t), u(L, t) = 0

8.5.5. Solve the initial value problem for a membrane with time-dependent forcing
and fixed boundaries (u = 0),

2 = c2 V2u + Q(x, y, t),

1.9.1 Part (a)

Let

𝑢 (𝑥, 𝑡) =
∞
�
𝑛=1

𝐴𝑛 (𝑡) 𝜙𝑛 (𝑥)

Where we used = instead of ∼ above, since the PDE given has homogeneous B.C. We know

that 𝜙𝑛 (𝑥) = sin �√𝜆𝑛𝑥� for 𝑛 = 1, 2, 3,⋯ where 𝜆𝑛 = �𝑛𝜋
𝐿
�
2
. Substituting the above in the

given PDE gives
∞
�
𝑛=1

𝐴′′
𝑛 (𝑡) 𝜙𝑛 (𝑥) = 𝑐2

∞
�
𝑛=1

𝐴𝑛 (𝑡)
𝑑2𝜙𝑛 (𝑥)
𝑑𝑥2

+ 𝑄 (𝑥, 𝑡)

But 𝑄 (𝑥, 𝑡) = ∑∞
𝑛=1 𝑞𝑛 (𝑡) 𝜙𝑛 (𝑥), hence the above becomes

∞
�
𝑛=1

𝐴′′
𝑛 (𝑡) 𝜙𝑛 (𝑥) = 𝑐2

∞
�
𝑛=1

𝐴𝑛 (𝑡)
𝑑2𝜙𝑛 (𝑥)
𝑑𝑥2

+
∞
�
𝑛=1

𝑔𝑛 (𝑡) 𝜙𝑛 (𝑥)

But
𝑑2𝜙𝑛(𝑥)
𝑑𝑥2 = −𝜆𝑛𝜙𝑛 (𝑥), hence

∞
�
𝑛=1

𝐴′′
𝑛 (𝑡) 𝜙𝑛 (𝑥) = −𝑐2

∞
�
𝑛=1

𝜆𝑛𝐴𝑛 (𝑡) 𝜙𝑛 (𝑥) +
∞
�
𝑛=1

𝑔𝑛 (𝑡) 𝜙𝑛 (𝑥)

Multiplying both sides by 𝜙𝑚 (𝑥) and integrating gives

�
𝐿

0

∞
�
𝑛=1

𝐴′′
𝑛 (𝑡) 𝜙𝑚 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥 = −𝑐2�

𝐿

0

∞
�
𝑛=1

𝜆𝑛𝐴𝑛 (𝑡) 𝜙𝑚 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥 +�
𝐿

0

∞
�
𝑛=1

𝑔𝑛 (𝑡) 𝜙𝑚 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥

𝐴′′
𝑛 (𝑡)�

𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥 = −𝑐2𝜆𝑛𝐴𝑛 (𝑡)�

𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥 + 𝑔𝑛 (𝑡)�

𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

Hence

𝐴′′
𝑛 (𝑡) + 𝑐2𝜆𝑛𝐴𝑛 (𝑡) = 𝑔𝑛 (𝑡)

Now we solve the above ODE. Let solution be

𝐴𝑛 (𝑡) = 𝐴ℎ
𝑛 (𝑡) + 𝐴

𝑝
𝑛 (𝑡)

Which is the sum of the homogenous and particular solutions. The homogenous solution
is

𝐴ℎ
𝑛 (𝑡) = 𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� + 𝑐2𝑛 sin �𝑐�𝜆𝑛𝑡�

And the particular solution depends on 𝑞𝑛 (𝑡). Once we find 𝑞𝑛 (𝑡), we plug-in everything
back into 𝑢 (𝑥, 𝑡) = ∑∞

𝑛=1𝐴𝑛 (𝑡) 𝜙𝑛 (𝑥) and then use initial conditions to find 𝑐1𝑛, 𝑐2𝑛, the two
constant of integrations. We will do this in the second part.

1.9.2 Part (b)

Now we are given that 𝑄 (𝑥, 𝑡) = 𝑔 (𝑥) cos (𝜔𝑡). Hence

𝑔𝑛 (𝑡) =
∫𝐿

0
𝑄 (𝑥, 𝑡) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

=
cos (𝜔𝑡) ∫𝐿

0
𝑔 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

= cos (𝜔𝑡) 𝛾𝑛
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Where

𝛾𝑛 =
∫𝐿

0
𝑔 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

is constant that depends on 𝑛. Now we use the above in result found in part (a)

𝐴′′
𝑛 (𝑡) + 𝑐2𝜆𝑛𝐴𝑛 (𝑡) = 𝛾𝑛 cos (𝜔𝑡) (1)

We know the homogenous solution from part (a).

𝐴ℎ
𝑛 (𝑡) = 𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� + 𝑐2𝑛 sin �𝑐�𝜆𝑛𝑡�

We now need to find the particular solution. Will solve using method of undetermined
coe�cients.

Case 1 𝜔 ≠ 𝑐√𝜆𝑛 (no resonance)

We can now guess

𝐴𝑝
𝑛 (𝑡) = 𝑧1 cos (𝜔𝑡) + 𝑧2 sin (𝜔𝑡)

Plugging this back into (1) gives

(𝑧1 cos (𝜔𝑡) + 𝑧2 sin (𝜔𝑡))′′ + 𝑐2𝜆𝑛 (𝑧1 cos (𝜔𝑡) + 𝑧2 sin (𝜔𝑡)) = 𝛾𝑛 cos (𝜔𝑡)
(−𝜔𝑧1 sin (𝜔𝑡) + 𝜔𝑧2 cos (𝜔𝑡))′ + 𝑐2𝜆𝑛 (𝑧1 cos (𝜔𝑡) + 𝑧2 sin (𝜔𝑡)) = 𝛾𝑛 cos (𝜔𝑡)
−𝜔2𝑧1 cos (𝜔𝑡) − 𝜔2𝑧2 sin (𝜔𝑡) + 𝑐2𝜆𝑛 (𝑧1 cos (𝜔𝑡) + 𝑧2 sin (𝜔𝑡)) = 𝛾𝑛 cos (𝜔𝑡)

Collecting terms

cos (𝜔𝑡) �−𝜔2𝑧1 + 𝑐2𝜆𝑛𝑧1� + sin (𝜔𝑡) �−𝜔2𝑧2 + 𝑐2𝜆𝑛𝑧2� = 𝛾𝑛 cos (𝜔𝑡)
Therefore we obtain two equations in two unknowns

−𝜔2𝑧1 + 𝑐2𝜆𝑛𝑧1 = 𝛾𝑛
−𝜔2𝑧2 + 𝑐2𝜆𝑛𝑧2 = 0

From the second equation, 𝑧2 = 0 and from the first equation

𝑧1 �𝑐2𝜆𝑛 − 𝜔2� = 𝛾𝑛

𝑧1 =
𝛾𝑛

𝑐2𝜆𝑛 − 𝜔2

Hence

𝐴𝑝
𝑛 (𝑡) = 𝑧1 cos (𝜔𝑡) + 𝑧2 sin (𝜔𝑡)

=
𝛾𝑛

𝑐2𝜆𝑛 − 𝜔2 cos (𝜔𝑡)

Therefore

𝐴𝑛 (𝑡) = 𝐴ℎ
𝑛 (𝑡) + 𝐴

𝑝
𝑛 (𝑡)

= 𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� + 𝑐2𝑛 sin �𝑐�𝜆𝑛𝑡� +
𝛾𝑛

𝑐2𝜆𝑛 − 𝜔2 cos (𝜔𝑡)

Now we need to find 𝑐1𝑛, 𝑐2𝑛. Since

𝑢 (𝑥, 𝑡) =
∞
�
𝑛=1

𝐴𝑛 (𝑡) 𝜙𝑛 (𝑥)

=
∞
�
𝑛=1

�𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� + 𝑐2𝑛 sin �𝑐�𝜆𝑛𝑡� +
𝛾𝑛

𝑐2𝜆𝑛 − 𝜔2 cos (𝜔𝑡)� sin �𝑛𝜋
𝐿
𝑥�

At 𝑡 = 0 the above becomes

𝑓 (𝑥) =
∞
�
𝑛=1

�𝑐1𝑛 +
𝛾𝑛

𝑐2𝜆𝑛 − 𝜔2 � sin �𝑛𝜋
𝐿
𝑥�

=
∞
�
𝑛=1

𝑐1𝑛 sin �𝑛𝜋
𝐿
𝑥� +

∞
�
𝑛=1

𝛾𝑛
𝑐2𝜆𝑛 − 𝜔2 sin �𝑛𝜋

𝐿
𝑥�

Applying orthogonality

�
𝐿

0
𝑓 (𝑥) sin �𝑚𝜋

𝐿
𝑥� 𝑑𝑥 = �

𝐿

0

∞
�
𝑛=1

𝑐1𝑛 sin �𝑛𝜋
𝐿
𝑥� sin �𝑚𝜋

𝐿
𝑥� 𝑑𝑥 +�

𝐿

0

∞
�
𝑛=1

𝛾𝑛
𝑐2𝜆𝑛 − 𝜔2 sin �𝑛𝜋

𝐿
𝑥� sin �𝑚𝜋

𝐿
𝑥� 𝑑𝑥

�
𝐿

0
𝑓 (𝑥) sin �𝑚𝜋

𝐿
𝑥� 𝑑𝑥 = 𝑐1𝑛�

𝐿

0
sin2 �

𝑛𝜋
𝐿
𝑥� 𝑑𝑥 +

𝛾𝑛
𝑐2𝜆𝑛 − 𝜔2 �

𝐿

0
sin2 �

𝑛𝜋
𝐿
𝑥� 𝑑𝑥
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Rearranging

�
𝐿

0
𝑓 (𝑥) sin �𝑚𝜋

𝐿
𝑥� 𝑑𝑥 −

𝛾𝑛
𝑐2𝜆𝑛 − 𝜔2 �

𝐿

0
sin2 �

𝑛𝜋
𝐿
𝑥� 𝑑𝑥 = 𝑐1𝑛�

𝐿

0
sin2 �

𝑛𝜋
𝐿
𝑥� 𝑑𝑥

𝑐1𝑛 =
∫𝐿

0
𝑓 (𝑥) sin �𝑚𝜋𝐿 𝑥� 𝑑𝑥

∫𝐿

0
sin2 �𝑛𝜋

𝐿 𝑥� 𝑑𝑥
−

𝛾𝑛
𝑐2𝜆𝑛 − 𝜔2

=
2
𝐿 �

𝐿

0
𝑓 (𝑥) sin �𝑚𝜋

𝐿
𝑥� 𝑑𝑥 −

𝛾𝑛
𝑐2𝜆𝑛 − 𝜔2

We now need to find 𝑐2𝑛. For this we need to di�erentiate the solution once.

𝜕𝑢 (𝑥, 𝑡)
𝜕𝑡

=
∞
�
𝑛=1

�−𝑐�𝜆𝑛𝑐1𝑛 sin �𝑐�𝜆𝑛𝑡� + 𝑐�𝜆𝑛𝑐2𝑛 cos �𝑐�𝜆𝑛𝑡� −
𝛾𝑛

𝑐2𝜆𝑛 − 𝜔2𝜔 sin (𝜔𝑡)� sin �𝑛𝜋
𝐿
𝑥�

Applying initial conditions 𝜕𝑢(𝑥,0)
𝜕𝑡 = 0 gives

0 =
∞
�
𝑛=1

𝑐�𝜆𝑛𝑐2𝑛 sin �𝑛𝜋
𝐿
𝑥�

Hence

𝑐2𝑛 = 0

Therefore the final solution is

𝐴𝑛 (𝑡) = 𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� +
𝛾𝑛

𝑐2𝜆𝑛 − 𝜔2 cos (𝜔𝑡)

And

𝑢 (𝑥, 𝑡) =
∞
�
𝑛=1

𝐴𝑛 (𝑡) sin �
𝑛𝜋
𝐿
𝑥�

Where

𝑐1𝑛 =
2
𝐿 �

𝐿

0
𝑓 (𝑥) sin �𝑚𝜋

𝐿
𝑥� 𝑑𝑥 −

𝛾𝑛
𝑐2𝜆𝑛 − 𝜔2

Case 2 𝜔 = 𝑐√𝜆𝑛 Resonance case. Now we can’t guess 𝐴𝑝
𝑛 (𝑡) = 𝑧1 cos (𝜔𝑡) + 𝑧2 sin (𝜔𝑡) so we

have to use

𝐴𝑝
𝑛 (𝑡) = 𝑧1𝑡 cos (𝜔𝑡) + 𝑧2𝑡 sin (𝜔𝑡)

Substituting this in 𝐴′′
𝑛 (𝑡) + 𝑐2𝜆𝑛𝐴𝑛 (𝑡) = 𝛾𝑛 cos (𝜔𝑡) gives

(𝑧1𝑡 cos (𝜔𝑡) + 𝑧2𝑡 sin (𝜔𝑡))′′ + 𝑐2𝜆𝑛 (𝑧1𝑡 cos (𝜔𝑡) + 𝑧2𝑡 sin (𝜔𝑡)) = 𝛾𝑛 cos (𝜔𝑡) (2)

But

(𝑧1𝑡 cos (𝜔𝑡) + 𝑧2𝑡 sin (𝜔𝑡))′′ = (𝑧1 cos (𝜔𝑡) − 𝑧1𝜔𝑡 sin (𝜔𝑡) + 𝑧2 sin (𝜔𝑡) + 𝑧2𝜔𝑡 cos (𝜔𝑡))′

= −𝑧1𝜔 sin (𝜔𝑡) − �𝑧1𝜔 sin (𝜔𝑡) + 𝑧1𝜔2𝑡 cos (𝜔𝑡)�

+ 𝑧2𝜔 cos (𝜔𝑡) + �𝑧2𝜔 cos (𝜔𝑡) − 𝑧2𝜔2𝑡 sin (𝜔𝑡)�
= −2𝑧1𝜔 sin (𝜔𝑡) − 𝑧1𝜔2𝑡 cos (𝜔𝑡) + 2𝑧2𝜔 cos (𝜔𝑡) − 𝑧2𝜔2𝑡 sin (𝜔𝑡)

Hence (2) becomes

−2𝑧1𝜔 sin (𝜔𝑡)−𝑧1𝜔2𝑡 cos (𝜔𝑡)+2𝑧2𝜔 cos (𝜔𝑡)−𝑧2𝜔2𝑡 sin (𝜔𝑡)+𝑐2𝜆𝑛 (𝑧1𝑡 cos (𝜔𝑡) + 𝑧2𝑡 sin (𝜔𝑡)) = 𝛾𝑛 cos (𝜔𝑡)
Comparing coe�cients we see that 2𝑧2𝜔 = 𝛾𝑛 or

𝑧2 =
𝛾𝑛
2𝜔

And 𝑧1 = 0. Therefore

𝐴𝑝
𝑛 (𝑡) =

𝛾𝑛
2𝜔
𝑡 sin (𝜔𝑡)

Therefore

𝐴𝑛 (𝑡) = 𝐴ℎ
𝑛 (𝑡) + 𝐴

𝑝
𝑛 (𝑡)

= 𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� + 𝑐2𝑛 sin �𝑐�𝜆𝑛𝑡� +
𝛾𝑛

2𝑐√𝜆𝑛
𝑡 sin (𝜔𝑡)
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We now can find 𝑐1𝑛, 𝑐2𝑛 from initial conditions.

𝑢 (𝑥, 𝑡) =
∞
�
𝑛=1

𝐴𝑛 (𝑡) 𝜙𝑛 (𝑥)

=
∞
�
𝑛=1

�𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� + 𝑐2𝑛 sin �𝑐�𝜆𝑛𝑡� +
𝛾𝑛

2𝑐√𝜆𝑛
𝑡 sin (𝜔𝑡)� sin �𝑛𝜋

𝐿
𝑥� (4)

At 𝑡 = 0

𝑓 (𝑥) =
∞
�
𝑛=1

𝑐1𝑛 sin �𝑛𝜋
𝐿
𝑥�

𝑐1𝑛 =
2
𝐿 �

𝐿

0
𝑓 (𝑥) sin �𝑛𝜋

𝐿
𝑥� 𝑑𝑥

Taking time derivative of (4) and setting it to zero will give 𝑐2𝑛. Since initial speed is zero
then 𝑐2𝑛 = 0. Hence

𝐴𝑛 (𝑡) = 𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� +
𝛾𝑛

2𝑐√𝜆𝑛
𝑡 sin (𝜔𝑡)

This completes the solution.

Summary of solution

The solution is given by

𝑢 (𝑥, 𝑡) =
∞
�
𝑛=1

𝐴𝑛 (𝑡) 𝜙𝑛 (𝑥)

Case 𝜔 ≠ 𝑐√𝜆𝑛

𝐴𝑛 (𝑡) = 𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� +
𝛾𝑛

𝑐2𝜆𝑛 − 𝜔2 cos (𝜔𝑡)

And

𝑐1𝑛 =
2
𝐿 �

𝐿

0
𝑓 (𝑥) sin �𝑚𝜋

𝐿
𝑥� 𝑑𝑥 −

𝛾𝑛
𝑐2𝜆𝑛 − 𝜔2

And

𝛾𝑛 =
∫𝐿

0
𝑔 (𝑥) 𝜙𝑛 (𝑥) 𝑑𝑥

∫𝐿

0
𝜙2
𝑛 (𝑥) 𝑑𝑥

And 𝜆𝑛 = �
𝑛𝜋
𝐿
�
2
, 𝑛 = 1, 2, 3,

Case 𝜔 = 𝑐√𝜆𝑛 (resonance)

𝐴𝑛 (𝑡) = 𝑐1𝑛 cos �𝑐�𝜆𝑛𝑡� +
𝛾𝑛

2𝑐√𝜆𝑛
𝑡 sin (𝜔𝑡)

And

𝑐1𝑛 =
2
𝐿 �

𝐿

0
𝑓 (𝑥) sin �𝑛𝜋

𝐿
𝑥� 𝑑𝑥
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1.10 Problem 8.5.5 (b)

8.5. Forced Vibrating Membranes and Resonance 371

is a particular solution of

ti 2dty
+ wov = f (t)

What is the general solution? What solution satisfies the initial conditions
y(O) = yo and g(0) = vo?

8.5.2. Consider a vibrating string with time-dependent forcing:

z z

atz = cz 8x2 + Q(x, t)
u(0, t) = 0 u(x, 0) = f(x)

u(L,t) = 0 5(x,0) = 0.

(a) Solve the initial value problem.
*(b) Solve the initial value problem if Q(x, t) = g(x) cos wt. For what values

of w does resonance occur?

8.5.3. Consider a vibrating string with friction with time-periodic forcing

02 2 2

0-t2 = c axz -pet + g(x) coswt

u(0, t) = 0 u(x, 0) = f(x)
u(L,t) = 0 gf(x,0) = 0.

(a) Solve this initial value problem if 3 is moderately small (0 < Q <
2cir/L).

(b) Compare this solution to Exercise 8.5.2(b).

8.5.4. Solve the initial value problem for a vibrating string with time-dependent
forcing.

z

at2 = cz 8xz + Q(x, t), u(x, 0) = f (x), St (x, 0) = 0,

subject to the following boundary conditions. Do not reduce to homoge-
neous boundary conditions:

(a) u(0, t) = A(t), u(L, t) = B(t)
(b) u(0, t) = 0, (L,t) = 0

(c) P; (0, t) = A(t), u(L, t) = 0

8.5.5. Solve the initial value problem for a membrane with time-dependent forcing
and fixed boundaries (u = 0),

2 = c2 V2u + Q(x, y, t),

372 Chapter 8. Nonhomogeneous Problems

u(x,y,0) = f(x,y), (x,y,0) = 0,

if the membrane is

(a) a rectangle (0 < x < L, 0 < y < H)
(b) a circle (r < a)

*(c) a semicircle (0 < 0 < ir,r < a)
(d) a circular annulus (a < r < b)

8.5.6. Consider the displacement u(r, 0, t) of a forced semicircular membrane of
radius a (Fig. 8.5.1) that satisfies the partial differential equation

1 82u 1 8
C

8u\ 1 82u
c2 8t2 r 8r r

8r J + r2 882
+ 9(r' 0, t)'

u=0
(Zero displacement) Figure 8.5.1

with the homogeneous boundary conditions:

u(r, 0, t) = 0, u(r, ir, t) = 0, and

and the initial conditions

(a, 0, t) = 0

u(r, 0, 0) = H(r, 0) and 5 (r, 9, 0) = 0.

*(a) Assume that u(r, 0, t) = E F, a(t)4(r, 0), where 0(r, 0) are the eigen-
functions of the related homogeneous problem. What initial conditions
does a(t) satisfy? What differential equation does a(t) satisfy?

(b) What are the eigenfunctions?
(c) Solve for u(r, 0, t). (Hint: See Exercise 8.5.1.)

8.6 Poisson's Equation
We have applied the method of eigenfunction expansion to nonhomogeneous time-
dependent boundary value problems for PDEs (with or without homogeneous bound-
ary conditions). In each case, the method of eigenfunction expansion,

u = E ai(t)Oi,

The solution to the corresponding homogeneous PDE

𝜕2𝑢
𝜕𝑡2

= 𝑐2∇ 2

Is

𝑢 (𝑟, 𝜃, 𝑡) =
∞
�
𝑛=0

∞
�
𝑚=1

𝑎𝑛 (𝑡) 𝐽𝑛 ��𝜆𝑛𝑚𝑟� cos (𝑛𝜃) +
∞
�
𝑛=1

∞
�
𝑚=1

𝑎𝑛 (𝑡) 𝐽𝑛 ��𝜆𝑛𝑚𝑟� sin (𝑛𝜃)

Where 𝜆𝑛𝑚 are found by solving roots of 𝐽𝑛 �√𝜆𝑛𝑚𝑎� = 0. To make things simpler, we will
write

𝑢 (𝑟, 𝜃, 𝑡) = �
𝑖
𝑎𝑖 (𝑡) Φ𝑖 (𝑟, 𝜃)

Where the above means the double sum of all eigenvalues 𝜆𝑖. So Φ𝑖 (𝑟, 𝜃) represents
𝐽𝑛 �√𝜆𝑛𝑚𝑟� {cos (𝑛𝜃) , sin (𝜃)} combined. So double sum is implied everywhere. Given this,
we now expand the source term

𝑄 (𝑟, 𝜃, 𝑡) = �
𝑖
𝑞𝑖 (𝑡) Φ𝑖 (𝑟, 𝜃)

And the original PDE becomes

�
𝑖
𝑎′′𝑖 (𝑡) Φ (𝜆𝑖) = 𝑐2�

𝑖
𝑎𝑖 (𝑡) ∇ 2 (Φ𝑖 (𝑟, 𝜃)) +�

𝑖
𝑞𝑖 (𝑡) Φ𝑖 (𝑟, 𝜃) (1)

But

∇ 2 (Φ𝑖 (𝑟, 𝜃)) = −𝜆𝑖Φ𝑖 (𝑟, 𝜃)

Hence (1) becomes

�
𝑖
𝑎′′𝑖 (𝑡) Φ𝑖 (𝑟, 𝜃) + 𝑐2𝜆𝑖𝑎𝑖 (𝑡) Φ𝑖 (𝑟, 𝜃) = �

𝑖
𝑞𝑖 (𝑡) Φ𝑖 (𝑟, 𝜃)

�
𝑖
�𝑎′′𝑖 (𝑡) + 𝑐2𝜆𝑖𝑎𝑖 (𝑡)�Φ𝑖 (𝑟, 𝜃) = �

𝑖
𝑞𝑖 (𝑡) Φ𝑖 (𝑟, 𝜃)

Applying orthogonality gives

𝑎′′𝑖 (𝑡) + 𝑐2𝜆𝑖𝑎𝑖 (𝑡) = 𝑞𝑖 (𝑡)

Where

𝑞𝑖 (𝑡) =
∫𝑎

0
∫𝜋

−𝜋
𝑄 (𝑟, 𝜃, 𝑡) Φ𝑖 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃

∫𝑎

0
∫𝜋

−𝜋
Φ2
𝑖 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃

The solution to the homogenous ODE is

𝑎ℎ𝑖 (𝑡) = 𝐴𝑖 cos �𝑐�𝜆𝑖𝑡� + 𝐵𝑖 sin �𝑐�𝜆𝑖𝑡�
And the particular solution is found if we know what 𝑄 (𝑟, 𝜃, 𝑡) and hence 𝑞𝑖 (𝑡). For now,
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lets call the particular solution as 𝑎𝑝𝑖 (𝑡). Hence the solution for 𝑎𝑖 (𝑡) is

𝑎𝑖 (𝑡) = 𝐴𝑖 cos �𝑐�𝜆𝑖𝑡� + 𝐵𝑖 sin �𝑐�𝜆𝑖𝑡� + 𝑎
𝑝
𝑖 (𝑡)

Plugging the above into the 𝑢 (𝑟, 𝜃, 𝑡) = ∑𝑖 𝑎𝑖 (𝑡) Φ𝑖 (𝑟, 𝜃), gives

𝑢 (𝑟, 𝜃, 𝑡) = �
𝑖
�𝐴𝑖 cos �𝑐�𝜆𝑖𝑡� + 𝐵𝑖 sin �𝑐�𝜆𝑖𝑡� + 𝑎

𝑝
𝑖 (𝑡)�Φ𝑖 (𝑟, 𝜃) (2)

We now find 𝐴𝑖, 𝐵𝑖 from initial conditions. At 𝑡 = 0

𝑓 (𝑟, 𝜃) = �
𝑖
�𝐴𝑖 + 𝑎

𝑝
𝑖 (0)�Φ𝑖 (𝑟, 𝜃)

Applying orthogonality

�
𝑎

0
�

𝜋

−𝜋
𝑓 (𝑟, 𝜃)Φ𝑗 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃 = �

𝑎

0
�

𝜋

−𝜋
�
𝑖
�𝐴𝑖 + 𝑎

𝑝
𝑖 (0)�Φ𝑖 (𝑟, 𝜃)Φ𝑗 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃

�
𝑎

0
�

𝜋

−𝜋
𝑓 (𝑟, 𝜃)Φ𝑗 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃 = �𝐴𝑗 + 𝑎

𝑝
𝑗 (0)��

𝑎

0
�

𝜋

−𝜋
Φ2
𝑗 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃

�𝐴𝑖 + 𝑎
𝑝
𝑖 (0)� =

∫𝑎

0
∫𝜋

−𝜋
𝑓 (𝑟, 𝜃)Φ𝑖 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃

∫𝑎

0
∫𝜋

−𝜋
Φ2
𝑖 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃

Taking time derivative of (2)

𝜕𝑢 (𝑟, 𝜃, 𝑡)
𝜕𝑡

= �
𝑖
�−𝐴𝑖𝑐�𝜆𝑖 sin �𝑐�𝜆𝑖𝑡� + 𝑐�𝜆𝑖𝐵𝑖 cos �𝑐�𝜆𝑖𝑡� +

𝑑𝑎𝑝𝑖 (𝑡)
𝑑𝑡 �Φ𝑖 (𝑟, 𝜃)

At 𝑡 = 0

0 = �
𝑖
�𝑐�𝜆𝑖𝐵𝑖 +

𝑑𝑎𝑝𝑖 (0)
𝑑𝑡 �Φ𝑖 (𝑟, 𝜃)

Hence 𝐵𝑖 = 0. Therefore the final solution is

𝑢 (𝑟, 𝜃, 𝑡) = �
𝑖
�𝐴𝑖 cos �𝑐�𝜆𝑖𝑡� + 𝑎

𝑝
𝑖 (𝑡)�Φ𝑖 (𝑟, 𝜃)

Where

�𝐴𝑖 + 𝑎
𝑝
𝑖 (0)� =

∫𝑎

0
∫𝜋

−𝜋
𝑓 (𝑟, 𝜃)Φ𝑖 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃

∫𝑎

0
∫𝜋

−𝜋
Φ2
𝑖 (𝑟, 𝜃) 𝑟𝑑𝑟𝑑𝜃

This complete the solution.
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