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1 Problem 1

1. (10 pts) Prove the following relations.

(AB)Y = BTAT

(AB)! = BTA

Tr(AB) = Tr(BA)

det AT = detA
det(AB) = det(A)-det(B)

For the last one you may assume that A and B are diagonal.

Figure 1: Problem statement

11 partl (AB)T = BTAT

Let A be an n,m matrix and B be an m,p matrix. Hence AB = C is an n,p matrix. By
definition of matrix product which is rows of A multiply columns of B then the 7j element
of C is

m
cj = D aikby
k=1
Then (AB)T = CT. Hence from above, elements of CT are given by
m
cii = D, apby 1)
k=1
Now let BTAT = Q. Where now BT is order p x m and AT is order m X n, hence Q is p X .
m
T T
qi = Y, (bw) (ﬂkj)
k=1

m
=) b
k=1

But Y} by;a; means to multiply column i of B by row j in A, which is the same as multiplying
row j of A by column i of B. Hence we can change the order of multiplication above as

m
g = Y, aibe (2)
k=1

Comparing (1) and (2) shows they are the same. Hence
cT=Q



(AB)" = BTAT

1.2 Part 2 (AB)' = BtAt

By definition AT = (AT)*. Which means we take the transpose of A and then apply complex
conjugate to its entries. Hence the solution follows the above, but we just have to apply
complex conjugate at the end of each operation

Let A be an n X m matrix and B be m X p matrix. Hence AB = C which is 7 X p matrix. By

definition of matrix product which is row of A multiplies columns of B then the ij element
of Cis

m
cij = Y, aby
k=1

Then (AB);. = (Cg)* = c}‘i. Hence from above

m
= (i)
k=1
But complex conjugate of product is same as product of complex conjugates, hence the
above is same as

m
¢ = D aybi, 1)
k=1

Now let BPAT = Q. Then

m

a5 = 23 (63) (ah)

k=1
m

_ * %

= E AT
k=1

But Z;":l zia}fk means to multiply complex conjugate of column i of B by complex conjugate
of row j in A, which is the same as multiplying complex conjugate complex of row j of A by
complex conjugate of column i of B. Hence the above can be written as

m
9= D3 Wb (2)
k=1

Comparing (1) and (2) shows they are the same. Hence
() =¢
Or
(AB)" = Bt At



1.3 Part 3 Tr(AB) = Tr(BA)

The trace Tr of a matrix is the sum of elements on the diagonal matrix (and this applies
only to square matrices). Let A be n X m And B be an m X n matrix. Hence AB is n X n
matrix and BA is m X m matrix.

Tr(AB) =

1.4 Part 4 det (AT) =det A

Proof by induction. Let base be n = 1. Hence Ajy;. It is clear that det (A) = det (AT) in this

case. We could also have selected base case to be n = 2. Any base case will work in proof
by induction.

We now assume it is true for the n — 1 case. i.e. det (A(n_l)x(n_l)) = det (A(Tn_l)x(n_l)) is
assumed to be true. This is called the induction hypothesis step.

We need now to show it is true for the case of 1, i.e. we need to show that det (A,y,) =

det (Aly,). Let

aj;p 4y o 4y
a1 dpp -+ Ay
Anxn =1 . .
any1 App o Oy
Therefore
ajp dy1 ot 4y
a a e a
T _ |42 4 n2
Anxn - .
My O Oy

Now we take det (A) and expand using cofactors along the first row which gives
det (A) = aqy det (Ary) — ap et (Arp) + -+ + (<1)"" ay,, det (Ay,,) (1)

Where A;; in the above means the matrix of dimensions (n—1,n-1) taken from A,, by

removing the i'" row and the jth column. Now we do the same for AT above, but instead of



expanding using first row, we expend using first column of AT since we can pick any row or
any column to expand around in order find the determinant. This gives

det (AT) = ay; det (AT)11 — ay, det (AT)21 o+ (=1)" ay, det (AT) (2)

nl

For (1) to be the same as (2) we need to show that det (A7) = det (AT)H and det (Ayp) =
det (AT)Zl and all the way to det (Aq,,) = det (AT) v But this is true by assumption. Since
n

we assumed that det (A(n_l)x(n_l)) = det (A(Tn_l)x(n_l)). In other words, by the induction

hypothesis det (Aij) = det (AT)” since both are (n —1) X (n — 1) order. Hence (1) is the same
Jt

as (2). This completes the proof.

1.5 Part 5 det (AB) = det (A) det (B)

Since the matrices are diagonal they must be square. And since product AB is defined, then
they must both be same dimension, say n X n.

Since A, B are diagonal, then

n
det (A) = ayag - Ay, = [ J i
i

det (B) = by1byy -+ by, = Hbﬁ
i

Now since A, B are diagonals, then the product is diagonal. Using definition of a row from
A multiplies a column in B, we get

a; 0 0 O0)(by O O O apb; 0 0 0
0 ap 0 O[O0 by 0 Of | 0 apby 0 0
0 0 ~ oflo o ~ of | 0 0 .0
0 0 0 a,JL0 0 0 b, 0 0 0 ayby,,

Then we see that

det (AB) = (ay1b11) (anbyy) -+ (a,,byy)
= (a11092 **+ Ayy) (b11bgp -+ byyy)

n n
= [[a:] 0
1 1

= det (A) det (B)



2 Problem 2

2. (7 pts) Find the eigenvalues and eigenvectors of the matrix

5 \/3 3
2 2 4

\/5 7 /1

2 3 18
\/3 1 13
4 18 6

Figure 2: Problem statement

We first need to find the eigenvalues A by solving
det(A-AI) =0

The above gives a polynomial of order 3.

5 3 3
2 V2 Ni| (A 00
EZ\/I—O/\Ozo
2 3 18
3 1 13 0 0 A
i Vs 5
5 3 3
24 N2 :
3 7 1| _
: 37 A AR |70
3 1 13
zx/%rﬂ
7 1 3 1 3 7
5 WA Vm |l BNz Nwm |, BV 3T,
2 1 B_, 2\ﬁ§_A 4| 2 [T
18 6 4 6 4 18



0

0

-2 8- - )
(-8 oo

2
5 , 9. 90 9
(E_A)(A"A 18) gt

A3 +712-141+8=0
A3 —7A2 +141 -8 =0

3_p)2
By inspection we see that A = 2 is a root. Then by long division % A% —5)1 +4.
Therefore the above polynomial can be written as

(A2-51+4)(A-2) =
A-1)(A-4)(A-2)=

Hence the eigenvalues are

/\1:1
/\2:2
Ay =4

For each eigenvalue there is one corresponding eigenvector (unless it is degenerate). The
eigenvectors are found by solving the following

A’Ul' = /\ivi
(A - AZI) 0; = 0
5 3 3
2 N Nz NL () (0
3 7 1
2 Z_ . — 0 =10
2 3N 18 ||7?
3 1 1B_ 5 \os) 0
1 18 6 !
For /\1 =1
5_q 3 3
2 2 4 v 0
3 7 1
2 L_ il - 1=10
2 31 18 || 72
3 1 1B_1|\vs 0
4 18 6
3 3 3
2 2 4 |71 0
4 1
3 z —[lo | = 0
2 3 18
3 1 7 [\vs 0
4 18 6



Let v; =1 and the above becomes

3 3 3
2 2 4 |1 0

4 1
g— —02—0

2 3 18

3 N 4 N 1 0
— 4+ -0 —h =
2 3% V18”7’
From the first equation above
S B
o 2 e
i B
2

Substituting in the second equation gives

3 : \fv 1
R i) Y
\£+3 5 | TV~

2
1 1

—E\/Evg - 8\6\/5 =0
123

U3 = —=5
5 2
2
"6
V3
T3
1
V3
Hence from (4)
32 (_L)
2 s\ 3

(4)



1
V2
Therefore the eigenvector associated with A; =1 is v by scaling it all by —/3 it
1
V3
becomes
-3
7 =] V2
1
We now do the same for the second eigenvalue.
FOI' /12 = 2
5 3 3
272 N3 ANi|fo) (o0
3 7 1 _
2 372 m |27 8
3 1 13 U3
1 Vi s 2
1 3 3
2 2 4 ||v1 0
3 1 1 _
2 3 V@270
5 T 1 fles) {0
4 18 6

Let v1 =1 and the above becomes

1 \/§ 3
2 2 4 0
1

—_

31 /1 _
2 3 v2| =10
3 0
- /_

We only need the first 2 equations. This results in

l + \/5'02 + \/503 =0
2 2 4
> + 102 + l v3=0
23 18
From the first equation above
1 f,
0y = _2 V4 (4A)



10

Substituting in the second equation gives

3 13 \fv 1
3N 1

\ng* 18"

[ w, '03——\/_\/54‘ —'03—0

3 1
0= §+E\/§\/§

This is not possible. So out choice of setting v; =1 does not work. Let us try to set v, =1

and repeat the process
f f (4] 0

1 0
18
1 1 [\vs 0

>_\

3
2 3
3
4+ V18 6
Again, we only need the first two equations. This results in

1 3 3
57)14'\/;4'\/;03:0
3 1 /1

\/;Ul-l-g-i' E’()g’:o

ViV
_ 2 473
= 1

From the first equation above

(4A)



11

Substituting in the second equation gives

3 \F\FU 1 [1

A5 \1Y3

FlEde) 1 T
4 1 3 18

2

3, 35,1, L,
2B TVET3 T Y18 T

1 3 3 1
AGRE LR AT

03(1\/5_5):§\5_1

6 2 2 3
351
vy =7 3
V23
R 3.3
Y NN EYEN - S I
Hence from (4A) v; = \/; \/:( ) = 2 \/; = 0. Therefore the eigenvector associated

N =

0
with A, =21is| 1 |[or by scaling it all by —L it becomes
V2
2
0
- 1
Uy = _E
1
We now do the same for the final eigenvalue
For /\3 =4
5 3 3
24 N2 NI () (0
3 7 1 _
2 374 NE |27 8
3 13 U3
1 54
3
2 01 0

1
18
3
2
5
3
3 [1 11 [\ 0
4 18 6



Let v; =1 and the above becomes

3 3 3
2 2 4 |1 0
[1
3 .5 _UZ:O
2 3 18

\/E 1 11 [l 0
4 18 6

We only need the first 2 equations. This results in
2 27\ 3%
\f . Jio
327 N187 "~

I\J

From the first equation above

Substituting in the second equation gives
3 5(5 \F v 1
2~ V3% _
\E G tyg =0
2
5 1 /1
g\/§7)3 - 5‘/5\/5 + ﬁ% =0
1
\/503 - 5\/5\/5 =0

e
V2

O3 =

3 3
Hence from (4B) v, = 2 4(\f) 1\/_\/_ —

12

(4B)

Therefore the eigenvector associated with



Az =41is or by scaling it all by V3 it becomes

Sl =5l =

Therefore the final solution is

/\1:1
/\2:
/\3:4

And

13
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3 Problem 3

3. (5 pts) Let U be a unitary matrix and let z; and x5 be two eigenvectors
of U with eigenvalues A\; and Aq, respectively. Show that |[\| = [Ao| = 1.
Also show that if A\ # Ay then xixz =0.

Figure 3: Problem statement

A unitary matrix U means U~! = U'. Let A, x be the eigenvalue and the associated eigen-
vector. We also assume that the eigenvalue is not zero. Hence

Ux = Ax (1)
Applying 1 operation (i.e. Transpose followed by complex conjugate) on the above gives
(Ux)' = (Ax)'
xtut = xtAr 2)
Multiplying (2) by (1) gives
UTUx = xTAAx
But U is unitary, hence U™ = U™ and the above becomes after replacing A*A by I
FU-lUx = AP (x*x)
xtx = AP (x*x)

Hence |A|2 =1 or |A| =1 since this is a length, and so can not be negative. But since A is an
arbitrary eigenvalue, then any complex eigenvalue has absolute value of 1. Therefore

Al =14, =1

Now we consider the specific case when A; # A, but we still require that |[1;| =1 and |A,]| =1

which was shown in first part above. We also assume for generality that the eigenvalues are
not zero.

Given that
Uxy = Ax (1)
Uxy, = Ayxy (2)
From (1) we obtain
(Uxy)" = (Ayx)’
AUt = Ay (3)
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Multiplying (3) by (2) gives
AU Ux, = XA,
U U, = (A14,) (xixy)
xix, = (/\’i/\z) (xJ{xz)
Since |A4] = |A;] = 1 but A; # A,, therefore (A’Mz) # 1. From the above this implies that
xdx, = 0.



4 Problem 4

16

most of the entries are zero)

S OO = O
O O w oo
== O O O

4. (3 pts) Calculate the determinant of the sparse matrix (sparse means that

— <. O O O

Figure 4: Problem statement

0 -1 0

i 0 0
A=|0 0 3
0 O

0 00

= O O O

1

o o O

i
1

We want to expand using a row or column which has most zeros in it since this leads to lots
of cancellations and more efficient. Expanding using first row, then

i 0
0 3
det (A) = 0 +idet
00
00
300
=ilidet|0 1 1
0 i 1

~.

i(3det(l, 1]
11

=i(i(3(1-2)))

=372 (1—1'2)
=-31+1)
-6

0
0
1

0

9 +0+0+0
1

1

To verify this, we will now do expansion along the second row. To get the sign of a,; we



use (_1)2+1 = —13 = —1. Hence

O O

0
det (A) = —idet 0

=-i(-i(3(1-7)))
=312 (1-2)
=-3(1+1)
=-6
Which is the same as the expansion using the first row. Verified OK.
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