# On verification of FEM solution to Poisson equation by comparing it to the analytical solution shown in Timoshenko MAE 207, Computational methods. UCI Spring 2006 

Nasser M. Abbasi

May 28, 2006
Compiled on September 4, 2021 at 7:57pm

## Contents

1 Introduction ..... 2
2 Conclusion ..... 2
3 Appendix ..... 8
3.1 Modified Qing Wang matlab function ..... 8
3.2 Code used for plotting ..... 11

## 1 Introduction

A Matlab function was written which plots the analytical solution given by Timoshenko/Goodier on pages 310-311 in the Theory of Elasticity. The analytical solution was compared to the solution generated from the FEM solution. See this page for more information and background on the problem and the analytical solution.

The absolute and percentage differences between the solutions was obtained and compared.

The matlab code used was provided thanks to Qing Wang which solves the problem by FEM. It was called to obtain the FEM solution. Minor changes made in the code to allow one to call it as a function and to use the same contour levels. The appendix contains the Matlab code.

## 2 Conclusion

The solution by FEM agrees to a very good approximation with the analytical solution. 21 by 41 nodes were used for FEM, we see that, in absolute value, the maximum difference was 0.00009481788675562430 At nodes $(11,10)$ with symmetry at the other half of the cross section as shown in the plot below (The plot is here on a separate page)


Figure 1: Solution curves

By making the grid smaller, better approximation can be obtained. This analysis was done using 21 by 41 nodes nodes for the rectangular cross section. More elements should
result in better approximation.
In terms of percentage differences, the maximum percentage difference occurred at the 4 corners.

Given the above grid size, we see from the plots that there is a maximum of $1 \%$ difference between the analytical solution and the FEM solution. This occurred near the 4 corners of the cross section and was smallest in the middle. We need to better investigate why this is.

This below is a plot showing the percentage difference between both solutions.


Figure 2: difference in percentage

Below shows a listing of the nodal values for the first 4 columns in the solution matrix.


Figure 3: numerical difference

The plot below shows the absolute difference between the analytical and the FEM solutions in 3D mesh.


Figure 4: 3D mesh plot of the difference

The plot below is the analytical solution (The wrapping function, i.e. the solution function $\Phi(x, y)$ shown using larger number of contours)


Figure 5: analytical solution

The plot below is a contour plot of the analytic solution.


Figure 6: contour plot of the analytic solution

The plot below is a contour plot of the FEM solution to compare with the above.


Figure 7: FEM contour plot

The plot below is the above 2 contour plots side-by-side.


Figure 8: contour plots side by side

This below is a mesh plot of the analytical solution and FEM solution side by side.


Figure 9: mesh plot side by side

## 3 Appendix

### 3.1 Modified Qing Wang matlab function

```
function fem_solution=poisson_fem_as_function
% original code by Qing Wang, UCI
%
%minor changes by Nasser M. Abbasi, UCI. on May 28, 2006:
% - made it a function to be able to call it.
% - changes to contour levels to make it the same as analytical
% soltution for better comparison.
% - changed the grid to go from -a/2,a/2 instead of 0,a and smiliarly
% to the b side.
%
% SOLVE THE FOLLOWING PROBLEM USING FEM
%
% LAPLACIAN( PHI ) = 1
%
format long;
fc=1.0; % f constant
bc=0.; % The Dirichlet boundary condition, constant
W=1.0; % the width of the rectangle
L=2.0; % the length of the rectangle
N=20; % the number of elements in Y direction
M=40; % the number of elements in X direction
dx = L/M; % dx
dy = W/N; % dy
D=(N+1)*(M+1); % The dimension of the global stiffniss matrix or number of nodes
s=zeros(D,D); % global stiffness matrix
f=zeros(D,1); % load factor
v=zeros(N+1,M+1); % the collocated results for plotting
xindex=0;
yindex=0;
x1=0; x2=0; x3=0; x4=0; % (x1,x2,x3) and (x4,x2,x3) are summits of the two trangles in one
j1=0; j2=0;
% generating the global stiffness matrix and load vectors
for yindex = 1:N
    for xindex = 1:M
        x1 = xindex + (yindex-1)*(M+1);
        x2 = 1+ x1;
        x3 = xindex + yindex*(M+1);
        x4 = 1+ x3;
        j1 = dx*dy; % the Jacobian of the first trangle
        s(x1,x1) = s(x1,x1)+(dx^2+dy^2)/(2*j1);
        s(x1,x2) = s(x1,x2)-dy^2/(2*j1);
```

```
        s(x1,x3) = s(x1,x3) -dx^2/(2*j1);
        s(x2,x1) = s(x2,x1)-dy^2/(2*j1);
        s(x2,x2) = s(x2,x2)+dy^2/(2*j1);
        s(x2,x3) = s(x2,x3);
        s(x3,x1) = s(x3,x1)-dx^2/(2*j1);
        s(x3,x2) = s(x3,x2);
        s(x3,x3) = s(x3,x3)+dx^2/(2*j1);
        f(x1,1) = f(x1,1) + fc*j1/6;
        f(x2,1) = f(x2,1)+ fc*j1/6;
        f(x3,1) = f(x3,1)+ fc*j1/6; % Process the first trangle in one block
        j2 = dx*dy; % the Jacobian of the second trangle
        s(x4,x4) = s(x4,x4)+(dx^2+dy^2)/(2*j2);
        s(x4,x2) = s(x4,x2) - dx^2/(2*j2);
        s(x4,x3) = s(x4,x3) - dy^2/(2*j2);
        s(x2,x4) = s(x2,x4)-dx^2/(2*j2);
        s(x2,x2) = s(x2,x2)+dx^2/(2*j2);
        s(x2,x3) = s(x2,x3);
        s(x3,x4) = s(x3,x4)-dy^2/(2*j2);
        s(x3,x2) = s(x3,x2);
        s(x3,x3) = s(x3,x3)+dy^2/(2*j2);
        f(x4,1) = f(x4,1)+ fc*j2/6;
        f(x2,1) = f(x2,1)+ fc*j2/6;
        f(x3,1) = f(x3,1)+ fc*j2/6; % Process the second trangle
    end
end
% applying BC
for xindex=1:M+1
    s(xindex,:) = zeros(1,D); s(xindex,xindex)=1; f(xindex,1)=bc;
    s(xindex+N*(M+1),:) = zeros(1,D);
    s(xindex +N* (M+1), xindex +N* (M+1))=1;
    f(xindex +N* (M+1), 1) =bc;
end % the bottome and upper BC
for yindex=1:N-1
    s(1+yindex*(M+1),:)=zeros(1,D);
    s(1+yindex*(M+1),1+yindex*(M+1))=1;
    f(1+yindex* (M+1),1)=bc;
    s((1+yindex)*(M+1),:)=zeros(1,D);
    s}((1+yindex)*(M+1),(1+yindex)*(M+1))=1
    f((1+yindex)*(M+1),1)=bc;
end % the left and right side BC
q=s\f; % solve q
% generating visulized results
for yindex=1:N+1
```

```
    for xindex=1:M+1
        v(yindex,xindex) = q((M+1)*(yindex-1)+xindex);
    end
end
figure;
[X,Y] = meshgrid(-L/2:dx:L/2,-W/2:dy:W/2);
[C,h] = contour(X,Y,v,10);
clabel(C,h)
colormap cool
title('FEM solution to LAPLACIAN(PHI)=1');
%figure;
%contour(s); title('Global stiffness matrix contour plot');
fem_solution = v;
```


### 3.2 Code used for plotting

Here is the Matlab function used to plot the analytical solution. This function makes a call to the above FEM function.

```
function nma_verify_MAE207_solution
%function nma_verify_MAE207_solution
%
% Display the solution of the poisson equation by
% plotting the analytical solution to the torsion
% problem on a rectangular cross section.
%
% see report and references on
% http://12000.org/my_courses/spring_MAE_207/
% by Nasser Abbasi.
%
% The cross section is
%
% a a
% +---+---+
% | | b
% | +
% | | b
% +-------+
%
The origin is in the middle of the cross section:
%
% y
%
% |
% |
    +---+----+
    | | | |---+-------------------> x
    |
    +-------+
This Analytical solution is to the following problem
    LAPLACIAN( PHI ) = - 2 G K
To verify the analytical solution against the FEM solution, which solves
    LAPLACIAN( PHI ) = 1
then in this analytical solution we set G*K=-0.5
% But k = T/(G*J), hence we need to have
```

```
%
% T/J = -0.5
%
% change history
% name date changes
% nma 052806 started
close all;
clear all;
a = 1; % meter
b = 0.5; % meter
T_OVER_J = 0.5; % SET THIS TO MATCH FEM CONSTANT f=1, see above
% I think the Matlab FEM code should have used -1
% but it is easier to change this to +0.5 to match them
dx = 2*a/40;
dy = 2*b/20;
%applied_torque = 1 % Newton-meter NOT USED
%J = get_torsion_constant(a,b); NOT USED
[X,Y] = meshgrid(-a:dx:a, -b:dy:b);
big_term = 0;
NUMBER_TERMS = 100;
for n = 1:2:NUMBER_TERMS
    big_term = big_term + (1/n^3)*(-1)^( (n-1)/2)* ...
        (1- (cosh(n*pi*Y/(2*a))./(cosh(n*pi*b/(2*a))))).*\operatorname{cos}(n*pi*X/(2*a));
end
%Z = 32*applied_torque*a^2/(J*pi^3) * big_term;
Z = 32*T_OVER_J*a^2/(pi^3) * big_term;
%
% DONE. Now do plots
%
figure;
[C,h] = contour(X,Y,Z,10);
clabel(C,h)
colormap cool
title('analytical solution to LAPLACIAN(PHI) = 1');
xlabel('x'); ylabel('y');
axis square
figure;
[C,h] = contourf(X,Y,Z,30);
```

```
colormap cool
title('analytical solution to LAPLACIAN(PHI) = 1, more lines');
xlabel('x'); ylabel('y');
%
% now obtain the FEM solution and compare point-to-point
%
fem_solution = poisson_fem_as_function();
difference = fem_solution-Z;
abs_difference = abs(difference);
figure;
[C,h] = contourf(abs_difference,13);
%clabel (C,h)
colormap cool
title('absolute difference between solutions');
xlabel('x'); ylabel('y');
figure;
mesh(abs_difference);
title('mesh view of absolute difference between solutions');
figure;
mesh(Z); title('mesh view of analytical solution');
figure;
mesh(fem_solution); title('mesh view of numerical solution');
figure;
[nRow,nCol]=size(Z);
per_diff=zeros(nRow,nCol);
for i=1:nRow
    for j=1:nCol
        if abs(Z(i,j))>eps
            per_diff(i,j)= 100* abs_difference(i,j)/Z(i,j);
        else
            per_diff(i,j)= 100* abs_difference(i,j);
        end
    end
end
mesh(per_diff); title('mesh view of percentage difference between solutions');
figure;
[C,h] = contourf(per_diff,13);
```

```
%clabel(C,h)
colormap cool
title('% difference between solutions');
xlabel('x'); ylabel('y');
[r,c]=find(abs_difference==max(abs_difference(:)));
fprintf('Maximum difference at node [%d,%d]\n',r,c);
end
%*******************
%
%
%*********************
function J = get_torsion_constant(a,b)
NUMBER_TERMS = 1000;
fixed_term = pi*b/(2*a);
J = 0;
for n=1:2:NUMBER_TERMS
    J = J + tanh(n*fixed_term)/n^5;
end
J = J * 192*a/(b*pi^5);
J = 16*a^3*b/3 * (1 - J);
end
```

